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Don’t quit

“When things go wrong as they sometimes will,
when the road you’re trudging seems all up hill,
when the funds are low and the debts are high
and you want to smile, but you have to sigh,

when care is pressing you down a bit,
rest if you must, but don’t you quit.

Life is strange with its twists and turns
as every one of us sometimes learns

and many a failure comes about
when he might have won had he stuck it out;
don’t give up though the pace seems slow–

you may succeed with another blow.
Success is failure turned inside out–
the silver tint of the clouds of doubt,

and you never can tell just how close you are,
it may be near when it seems so far;

so stick to the fight when you’re hardest hit–
it’s when things seem worst that you must not quit.”

–John Greenleaf Whittier



Cover design: Artistic representations of the metaphorical mountains that I have climbed during my
academic career and would clime if I had chosen to stay. On top of these mountains are the tele-
scopes that I (would) have observed with during the different phases in my career. Also shown are
two of the (in my opinion) most impressive objects and phenomena in astronomy: the Andromeda
galaxy and a solar eclipse.
Back cover: The mountain on the left represents my Bachelor’s and has the Isaac Newton Telescope
(La Palma) on top. Also placed on this mountain is my personal Meade ETX-125 telescope pointed
at the Andromeda galaxy. The mountain on the right represents my Master’s with the William Her-
schel Telescope telescope (La Palma). Shown in the upper left is a solar eclipse with the Minnaert
and Van de Hulst neutral points denoted as white points. In the lower right I placed the Leiden
Eclipse Imaging Polarimeter, which is the instrument we used to observe these neutral points in
polarized light. In the upper right is the Andromeda galaxy, which is the most distant object that
can be observed with the naked eye.
Front cover: The mountain on the left represents my PhD. The telescopes placed on top are the Sub-
aru telescope (Hawaii) and the Keck telescopes (Hawaii). Also shown on the top of this mountain
is a group of people observing the Andromeda galaxy. The mountain on the right represents the
career in astronomy that I would have had if I decided to stay in astronomy. The Extremely Large
Telescope (Chile), currently under construction, is placed on top.

Printed by: Gildeprint

ISBN: 978-94-6419-250-6

An electronic copy of this thesis can be found at https://openaccess.leidenuniv.nl

c©Steven P. Bos, 2021



Contents

1 Introduction 1
1.1 Detecting exoplanets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Direct imaging of exoplanets . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Wavefront aberrations . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.2 Adaptive optics . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.3 Coronagraphy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.4 Observing strategies and post processing . . . . . . . . . . . . . 12
1.2.5 Detecting exoplanet variability . . . . . . . . . . . . . . . . . . . 13

1.3 Focal-plane wavefront sensing . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.2 Family of focal-plane wavefront sensors . . . . . . . . . . . . . . 19

1.4 This thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 Focal-plane wavefront sensing with the vector-Apodizing Phase Plate 33
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.2.1 Phase retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.2 vAPP design for phase retrieval . . . . . . . . . . . . . . . . . . 41

2.3 Aberration estimation algorithm . . . . . . . . . . . . . . . . . . . . . . 44
2.3.1 Maximum a posteriori estimation . . . . . . . . . . . . . . . . . 44
2.3.2 Coronagraph model . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.4 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.4.1 Photon and read noise sensitivity . . . . . . . . . . . . . . . . . . 49
2.4.2 Mode photon noise sensitivity . . . . . . . . . . . . . . . . . . . 50
2.4.3 Dynamic range algorithm . . . . . . . . . . . . . . . . . . . . . 52

2.5 Demonstration at SCExAO . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.5.1 SCExAO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.5.2 Algorithm implementation in SCExAO . . . . . . . . . . . . . . 53
2.5.3 Internal source demonstration . . . . . . . . . . . . . . . . . . . 55
2.5.4 On-sky demonstration . . . . . . . . . . . . . . . . . . . . . . . 58

2.6 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

2.7.1 Phase retrieval examples . . . . . . . . . . . . . . . . . . . . . . 66
2.7.2 Implications for spatial LDFC . . . . . . . . . . . . . . . . . . . 67
2.7.3 Derivatives objective function . . . . . . . . . . . . . . . . . . . 68

3 Linear Dark Field Control at Subaru/SCExAO 73
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.2 Combining spatial LDFC with an APvAPP . . . . . . . . . . . . . . . . 78

3.2.1 Spatial LDFC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.2.2 FPWFS with the APvAPP . . . . . . . . . . . . . . . . . . . . . 81

3.3 Deploying LDFC on SCExAO . . . . . . . . . . . . . . . . . . . . . . . 81
3.3.1 Instrument parameters . . . . . . . . . . . . . . . . . . . . . . . 82
3.3.2 Deriving the reference PSF . . . . . . . . . . . . . . . . . . . . . 82

vii



viii CONTENTS

3.3.3 Bright pixel selection . . . . . . . . . . . . . . . . . . . . . . . . 83
3.3.4 Modal basis set and control matrix . . . . . . . . . . . . . . . . . 84
3.3.5 LDFC closed-loop operation . . . . . . . . . . . . . . . . . . . . 88
3.3.6 Noise analysis for LDFC with the SCExAO APvAPP . . . . . . . 90

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . 96

4 On-sky demonstration of Linear Dark Field Control 101
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2 LDFC at SCExAO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.2.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.2.2 SCExAO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2.3 Static wavefront error calibration . . . . . . . . . . . . . . . . . 106
4.2.4 Reference image and bright pixel selection . . . . . . . . . . . . 106
4.2.5 Response and control matrix . . . . . . . . . . . . . . . . . . . . 111

4.3 On-sky demonstration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.3.1 Static eigenmode aberration . . . . . . . . . . . . . . . . . . . . 115
4.3.2 On-sky atmospheric residuals . . . . . . . . . . . . . . . . . . . 118

4.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . 122

5 The polarization-encoded self-coherent camera 129
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

5.2.1 Polarization-encoded self-coherent camera . . . . . . . . . . . . 135
5.2.2 Reference hole diameter . . . . . . . . . . . . . . . . . . . . . . 137
5.2.3 Reference hole distance . . . . . . . . . . . . . . . . . . . . . . 137
5.2.4 Focal-plane sampling constraints . . . . . . . . . . . . . . . . . . 138
5.2.5 Spectral bandwidth limitations . . . . . . . . . . . . . . . . . . . 139
5.2.6 Instrumental polarization . . . . . . . . . . . . . . . . . . . . . . 141
5.2.7 Polarization leakage . . . . . . . . . . . . . . . . . . . . . . . . 143
5.2.8 Coherent differential imaging . . . . . . . . . . . . . . . . . . . 144

5.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.3.1 Wavefront sensing . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.3.2 Wavefront sensing & control . . . . . . . . . . . . . . . . . . . . 154
5.3.3 Coherence differential imaging . . . . . . . . . . . . . . . . . . . 164

5.4 Discussion and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 164

6 On-sky verification of Fast and Furious focal-plane wavefront sensing 175
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
6.2 Fast and Furious algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 180
6.3 Demonstration at Subaru/SCExAO . . . . . . . . . . . . . . . . . . . . . 182

6.3.1 SCExAO and algorithm implementation . . . . . . . . . . . . . . 182
6.3.2 Quantifying PSF quality . . . . . . . . . . . . . . . . . . . . . . 185
6.3.3 Internal source demonstration . . . . . . . . . . . . . . . . . . . 186
6.3.4 On-sky demonstration . . . . . . . . . . . . . . . . . . . . . . . 192



CONTENTS ix

6.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . 198

7 The Vector Speckle Grid 205
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
7.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

7.2.1 Vector phase speckle grid . . . . . . . . . . . . . . . . . . . . . . 207
7.2.2 Vector amplitude speckle grid . . . . . . . . . . . . . . . . . . . 210

7.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
7.3.1 Performance quantification . . . . . . . . . . . . . . . . . . . . . 211
7.3.2 Degree of polarization effects . . . . . . . . . . . . . . . . . . . 218

7.4 Implementation of vector speckle grid . . . . . . . . . . . . . . . . . . . 220
7.5 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . 220

8 Outlook 225

Nederlandstalige samenvatting 229

Publication list 239

Curriculum Vitae 245

Acknowledgements 247



x CONTENTS



1

1 | Introduction

1.1 Detecting exoplanets

Major discoveries in astronomy have regularly led to paradigm shifts. Such a shift oc-
curred when Galileo Galilei pointed his home-made telescope towards the skies and ob-
served that Venus goes through a full set of phases that are similar to that of the Moon.
This was evidence that Venus orbits the Sun, and therefore strengthened the case of the
heliocentric model. When future astronomers discover life on an exoplanet, a planet or-
biting another star, this will undoubtedly also change the view of humanity on its place
in the universe. For centuries people have philosophized about the possibility of alien life
on other worlds in the universe. This intriguing subject inspired people to actually prove
the existence of these worlds. William Stephen Jacob, the director of Madras observa-
tory, already claimed in 1855 to have discovered an exoplanet in orbit around the binary
system 70 Ophiuchi (Jacob, 1855). This claim, and many others that followed throughout
the 19th and 20th centuries, were subsequently refuted, usually because there was some
systematic error that was not included in the initial analysis.

At the end of the 20th century, various technological developments enabled instruments to
finally reach the required precision to actually detect an exoplanet. In 1992, two exoplan-
ets were found to orbit the pulsar PSR B1257+12 (Wolszczan & Frail, 1992), a stellar
remnant from a supernova. Three years later, in 1995, Michel Mayor and Didier Queloz
announced the discovery of 51 Pegasi b, the first detected exoplanet orbiting a sun-like
star (Mayor & Queloz, 1995). These discoveries were completely unexpected, as these
two exoplanetary systems are so different than the solar system. Many astronomers did
not expect to find exoplanets around pulsars, because they thought that exoplanets could
not survive the supernova that precedes to the formation of the pulsar, and thus were sur-
prised by the exoplanets orbiting PSR B1257+12. Astronomers also did not expect to find
exoplanets close to their host stars, and yet 51 Pegasi b has an orbital period of just over
four days, placing it closer to its host star than Mercury is to the Sun. Since then, over a
quarter of a century later, exoplanet science has become a flourishing research field. At the
time of writing this thesis, more than 4300 exoplanets have been discovered1, and tens of
thousands are waiting to be seen by the Gaia satellite (Lindegren et al., 2007; Perryman
et al., 2014), and over a thousand by the Transiting Exoplanet Survey Satellite (TESS;
Barclay et al. 2018; Ricker et al. 2014). The already accumulated wealth of information
has taught us much about the exoplanet population. For example, we have inferred from
extended surveys that ∼22% of the sun-like stars harbors an Earth-like exoplanet in an
orbit such that liquid water can exist on its surface (Petigura et al., 2013; Winn & Fab-
rycky, 2015). However, much remains to be discovered before we can confirm that these
Earth-like exoplanets are actually habitable. We have to detect water, study the atmo-
spheric pressure to determine if an ocean can be sustained, and measure the atmospheric
composition to inform us about (bio)chemical processes occurring on the exoplanet. By
studying the surface properties we will be able to distinguish between exoplanets domi-

1To be precise, at the moment of writing, January 26, 2021, there are 4331 confirmed exoplanet discoveries.
Source: https://exoplanets.nasa.gov

https://exoplanets.nasa.gov
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2 Detecting exoplanets

nated by oceans or land mass.

The existence of most of the current, and the to be discovered exoplanets is inferred by
indirect methods. That means that the exoplanet itself is not directly seen, but its effect
on the host star. There are three main indirect methods of discovering exoplanets:

• Radial velocity method: Mayor and Queloz made their discovery with the ELODIE
spectrograph (Baranne et al., 1996) by carefully measuring the radial velocity of 51
Pegasi over the course of hours, days and weeks. The radial velocity is found
by measuring Doppler shifts in the star’s spectrum. Any periodicity in the radial
velocity indicates that there is an unknown body that pulls on the star while mak-
ing its orbit (Struve, 1952). Analyzing the radial velocity as a function of time
yields many of the exoplanet’s orbital parameters. The amplitude of the signal
gives a lower limit of the exoplanet’s mass, and when the inclination of the orbit is
known, its true mass can be calculated. The radial velocity method is responsible
for exoplanet candidate detections around the closest neighbor of the Sun, Proxima
Centauri (Anglada-Escudé et al., 2016; Damasso et al., 2020).

• Transit photometry method: A small fraction of exoplanets pass right in front
of their star. This reduces the brightness of the star by a small fraction. If reg-
ular brightness dips are observed over long periods of time, then this is a strong
indication of an exoplanet (Henry et al., 1999). The duration between dips and
the shape of the brightness curve during transit contain information on the orbital
parameters. Furthermore, the fraction of starlight that is blocked by the exoplanet
is directly related to its radius. Using transit spectroscopy, the composition of the
exoplanet’s atmosphere can be measured. Transit photometry is responsible for the
greatest number of exoplanet discoveries, the Kepler space-observatory alone has
discovered over 3000 new exoplanets (Borucki et al., 2010).

• Astrometry method: When an exoplanet moves through its orbit, it causes a re-
flex motion of the star. The radial component of this motion is measured by the
radial velocity method, and the lateral components are measured by the astrometry
method. The astrometry method carefully measures the position of the star in the
sky over a long period of time. A careful analysis of the time series of the star’s
position can, again, reveal orbital parameters of the exoplanet and its mass. The
method’s greatest achievement thus far is the measurement of the mass of Beta Pic-
toris b (Snellen & Brown, 2018), however, when the Gaia satellite’s full dataset
becomes available (Brown et al., 2018, 2016), over ten thousand exoplanet discov-
eries are expected.

When these methods are combined, they give a detailed view of the exoplanet’s orbit,
mass and radius. However, they are rather limited in characterizing the exoplanet’s at-
mosphere and surface, of which the properties are far more interesting in the context of
habitability and signs of life.

The direct imaging method is far more promising for exoplanet characterization as it
aims to spatially separate the exoplanet’s light from that of the star. This allows for a
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Beta Pictoris PDS 70

DH TauTYC8998-760-1 

a) b)

c) d)

Figure 1.1: Images of exoplanets. a) Detection of H2O in the atmosphere of Beta Pictoris
b. Adopted from Hoeijmakers et al. (2018). b) Two accreting exoplanets in the disk
around PDS 70. Adopted from Haffert et al. (2019). c) Two planets orbiting the solar-
type star TYC8998-760-1. Adopted from Bohn et al. (2020). d) Polarized intensity image
of the DH Tau system, revealing a disk around DH Tau b. Adopted from van Holstein
et al. (2021).
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far more detailed view of the exoplanet, because the temporal, spectral and polarization
properties of the planet light itself can be analyzed. For example, the medium-resolution
integral-field spectrograph SINFONI (Eisenhauer et al., 2003) yielded strong detections of
CO and H2O in the atmosphere of Beta Pictoris b (Hoeijmakers et al., 2018), and a survey
with the polarimetric imaging mode of SPHERE/IRDIS (De Boer et al., 2020; Langlois
et al., 2014) detected signs of disks around young exoplanets (van Holstein et al., 2021).
Furthermore, as direct imaging observations explore the entire close-in circumstellar envi-
ronment, they provide a unique opportunity to study the interaction between circumstellar
disks and exoplanets during planet formation. The most famous example is PDS 70 (Haf-
fert et al., 2019; Keppler et al., 2018; Wagner et al., 2018). Modern ground-based direct
imaging instruments are capable of imaging young jovian planets on outer solar system-
like scales around nearby stars (Bohn et al., 2020; Chauvin et al., 2017; Macintosh et al.,
2015; Marois et al., 2008). However, the exoplanet yield from surveys with the current
suite of instruments (VLT/SPHERE Beuzit et al. 2019; Subaru/SCExAO Jovanovic et al.
2015b; Gemini/GPI Macintosh et al. 2014) have been lower than predicted by models
that extrapolated findings of indirect methods (Nielsen et al., 2019; Vigan et al., 2020).
This led to motion multiple upgrade programs to improve the performance of these instru-
ments, which will enable them to detect greater numbers of exoplanets (Boccaletti et al.,
2020; Chilcote et al., 2018). Furthermore, new survey strategies have been developed that
use input from the radial velocity and astrometry method to target stars that already show
signs of the presence of a companion (Brandt et al., 2019; Currie et al., 2020a).

1.2 Direct imaging of exoplanets

The direct imaging technique is the most promising method to detect and characterize
exoplanets and look for signs of life. Direct imaging has to overcome two fundamental
challenges: angular separation and contrast. These challenges are the result of the
wave-like nature of light. A star emits light as a spherical wave. When it arrives at Earth,
it has effectively become a flat wavefront because of the large distances involved. When
a space-based telescope captures the light, it cuts out part of the wavefront in the shape of
its primary mirror. Due to diffraction and the finite extent and sharp edges of the telescope
mirror, the image of the star is not infinitely sharp. The star looks like a central core of
light surrounded by rings that become fainter with distance, but are still much brighter
than exoplanets. This structure is referred to as the point spread function (PSF; Goodman
2005), and limits the angular resolution of the telescope (∆θ) to:

∆θ = 1.22
λ

D
, (1.1)

with λ the wavelength and D the telescope diameter. An 8-meter class telescope operat-
ing at 1 µm has a resolution limit of ∼0.03 arcsec. Suppose that we want to observe the
Earth orbiting the Sun from a distance of 10 pc in the visible (∼0.3-1 µm). At maximum
separation, the angular separation between the two objects would be ∼0.1 arcsec. The
brightness ratio between the Earth and the Sun, referred to as contrast, is ∼10−10 (Traub
& Oppenheimer, 2010). Due to this extreme contrast, direct imaging is regularly referred
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The high-contrast imaging instrument

WFS

DM

Control

Adaptive Optics Coronagraph

Imaging systemsData reduction

Figure 1.2: Schematic overview of a high-contrast imaging instrument. Acronyms in the
figure are: DM = deformable mirror, WFS = wavefront sensor. Image courtesy of David
Doelman.

to as high-contrast imaging (HCI).

Ground-based telescopes face an additional challenge posed by the Earth’s atmosphere.
Turbulence within the atmosphere causes wavefront aberrations in the light propagating
through it, distorting the PSF and degrading the resolution achieved by the telescope sig-
nificantly. To enable direct imaging of exoplanets with ground-based telescopes, these
wavefront aberrations need to measured and corrected.

To overcome these challenges, HCI instruments are complex optical systems. They con-
sist of multiple subsystems designed to correct wavefront aberrations, suppress starlight
and analyze exoplanet light. Figure 8.2 shows a schematic of a ground-based HCI in-
strument. Light from the star is distorted by the Earth’s, turbulent atmosphere before
being captured by the telescope. The first subsystem is the adaptive optics (AO) sys-
tem that measures and optically corrects wavefront aberrations. The coronagraph sub-
sequently suppresses the starlight such that exoplanets can be observed and feeds the
residual starlight and exoplanet light to various imaging systems. These imaging systems
use various observing strategies to separate the residual starlight from the planet during
data reduction. The exoplanet is then characterized by analyzing the spectrum and polar-
ization state of light. The subsystems and other challenges in high-contrast imaging will
be discussed in the following subsections.
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1.2.1 Wavefront aberrations

HCI instruments are always limited by uncorrected wavefront aberrations. These wave-
front aberrations create speckles, which are stellar PSF structures that closely mimic the
exoplanet’s signal. This noise source is referred to as speckle noise (Racine et al., 1999).
Wavefront aberrations are deviations from the ideal wavefront that would otherwise gen-
erate a perfect PSF. Usually, wavefront aberrations are described in the pupil plane of the
optical system and are divided into phase and amplitude aberrations. Phase aberrations
result in a rugged wavefront, and when there are no phase aberrations, the wavefront is
perfectly flat. Amplitude aberrations are intensity variations over the wavefront, and when
not present, the wavefront has uniform intensity. Phase aberrations usually have a much
stronger impact on the image than amplitude aberrations.

For ground-based observations, we can distinguish three important sources of wavefront
aberrations.

Atmospheric turbulence
Before the light is captured by the telescope, it propagates through the Earth’s atmosphere,
which distorts the wavefront. When left uncorrected, starlight is spread over a larger area,
degrading the resolution of the telescope to ∼ λ/r0, with r0 the Fried parameter describ-
ing the spatial scale over which the root-mean-square wavefront error is less than 1 radian
(Fried, 1966). For λ = 500 nm, r0 is usually about 10 - 15 cm (Hardy, 1998) for a
good site at night, and results in a deterioration of the angular resolution of an 8-meter
class telescope by a factor ∼ 50 − 80. The Fried parameter increases with wavelength,
r0 ∝ λ

6
5 (Hardy, 1998), and therefore HCI observations in the visible light are more

challenging than in the mid infrared. The atmosphere evolves over a timescale τ0 ∼ r0/v
(Greenwood, 1977), with v the wind speed. Therefore, speckles generated by atmospheric
turbulence have a typical lifetime of milliseconds (Macintosh et al., 2005). Atmospheric
phase aberrations are dominant over atmospheric amplitude aberrations (also referred to
as scintillation) for large telescopes (Guyon et al., 2018). However, amplitude aberrations
can become relevant during HCI observations when they correlate with phase aberrations,
leading to the asymmetric wind-driven halo (Cantalloube et al., 2018, 2020).

Telescope effects
The telescope is also a cause of wavefront aberrations. It is mainly related to temperature
differences between the telescope and the surrounding air. Mirror seeing occurs when the
temperature of the telescope’s primary mirror is different to that of the surrounding air
(Tallis et al., 2020). The warm mirror leads to natural convection, which is turbulent, di-
rectly in the path of the incoming light and thus degrading the wavefront. Another effect
is the low-wind effect (LWE; Sauvage et al. 2015; Sauvage et al. 2016; Milli et al. 2018).
The LWE occurs when the ground wind speed is very low (under a few m/s), which oth-
erwise would be considered to be amongst the best observing conditions. It has now been
well understood to be caused by radiative heat exchange between the telescope structure
and night sky (Holzlöhner et al., 2020). When the dome opens for observations, it exposes
the telescope structure to the night sky, resulting in rapid radiative cooling of the structure
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to a temperature below that of the ambient air. An example of this happening with the
secondary mirror support structure (or spiders) is illustrated in Figure 1.3. Air flows over
the cold spiders with a low wind speed. The air in contact with the spider rapidly cools
down and changes its refractive index. This introduces a sharp optical path length differ-
ence (OPD) between light passing on opposite sides of a spider, which strongly distorts
the PSF. The aberrations generated by the LWE were measured to have a peak-to-valley
wavefront error of up to hundreds of nanometers (Sauvage et al., 2015) and evolve on
timescales of seconds (Milli et al., 2018). Typical AO systems have difficulties measur-
ing and correcting the LWE, and therefore the LWE is one of the limitations to the direct
imaging of exoplanets at small angular separations.

Instrumental aberrations
Usually, the first sub-system within the HCI instrument is the AO system (Figure 8.2),
which measures and corrects upstream wavefront aberrations. However, optics down-
stream of the wavefront sensor also introduce wavefront aberrations due to optical mis-
alignments, manufacturing errors and internal seeing. These aberrations are not sensed
by the main wavefront sensor, but do affect the optical quality of the imaging system, and
are referred to as non-common path aberrations (NCPA). Due to temperature, humid-
ity and gravitational vector changes, NCPA slowly evolve over timescales of minutes and
hours (Goebel et al., 2018; Martinez et al., 2013, 2012; Milli et al., 2016). NCPA generate
quasi-static speckles that are especially challenging to remove in post-processing and are
one of the current limitations in HCI (Hinkley et al., 2007).

1.2.2 Adaptive optics

The subsystem that deals with wavefront aberrations is the AO system. It consists of
a wavefront sensor (WFS) positioned behind a deformable mirror (DM) as shown in
Figure 8.2. A real-time control system converts WFS measurements into DM actuator
displacements in a closed-loop configuration. For the purpose of detecting exoplanets,
the AO system needs to deliver extremely high wavefront quality, and is therefore regu-
larly referred to as extreme AO (XAO; Guyon 2018). The XAO system needs to operate
fast enough to keep up with the atmosphere and runs typically at kHz (Greenwood, 1977).

The DM is a reflective optic that can change its shape very precisely at a high frequency
(Madec, 2012). The WFS estimates the wavefront from intensity measurements by means
of optical manipulations. Currently, the most common WFSs are the Shack-Hartmann
WFS (SH-WFS; Hartmann 1900; Shack 1971) and the Pyramid WFS (PyWFS; Ragaz-
zoni 1996). The latter being more sensitive, but requires that the magnitude of the wave-
front aberrations is smaller. The sensitivity of the WFS plays an important role in the
on-sky contrast (Guyon, 2005), and therefore the current generation of HCI instruments
is transitioning towards the PyWFS.

A limitation of these WFSs is the island effect (IE; Le Louarn et al. 2013). The IE occurs
when the telescope pupil is strongly fragmented by the spiders supporting the secondary
mirror, as shown in Figure 1.4. When the spiders become too wide, the SH-WFS and
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The island effect

b)a)

c) d)

Figure 1.4: Explanation of the island effect using a SH-WFS. a) The telescope pupil with
shadows of the secondary mirror and its support structure. The beams of the support struc-
ture are referred to as the spiders. b) An array of microlenses is placed over the pupil and
generates spots on the detector used for wavefront sensing (the red dots). The position of
the spots indicates the local gradient of the wavefront. c) The wavefront is reconstructed
by integrating over the wavefront gradient measurements of adjacent spots. However, be-
cause the spiders cover some microlenses, the wavefront can only be reconstructed within
four “islands”. d) When an aberration with sharp phase discontinuities over the spiders
occurs, for example the LWE (Figure 1.3), the WFS can not accurately measure the dis-
continuity. This leads to unmeasured and thus uncorrected wavefront errors.
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PyWFS poorly sense sharp discontinuities in the wavefront across these gaps. This is
because these WFSs measure the gradient of the wavefront in two orthogonal directions.
The wavefront is reconstructed by stitching together these gradient measurements. When
there is a discontinuity in the gradient measurements due to a spider, it can be difficult
to accurately reconstruct the wavefront. The IE is the reason that the WFSs such as the
SH-WFS and PyWFS have difficulties with measuring the LWE. Another limitation is
that the WFS only measures aberrations upstream of its position in the optical train, and
(significant) NCPA are left unmeasured and uncorrected. To this end, additional WFSs
downstream of the AO system have been developed. These WFSs use either the starlight
rejected light by the coronagraph (Singh et al., 2017, 2014, 2015), very sensitive WFS de-
signs complementary to the SH- and PYWFS (Doelman et al., 2019; N’Diaye et al., 2013,
2016; Vigan et al., 2019), or the science focal plane (Jovanovic et al., 2018). Focal-plane
wavefront sensing is the most promising solution as it completely eliminates NCPA, and
is amongst the most sensitive wavefront sensing solutions (Guyon, 2005). It is also the
main subject of this thesis, and a more extensive introduction on focal-plane wavefront
sensing is presented in section 1.3.

1.2.3 Coronagraphy
The AO system feeds the light to the coronagraph. The goal of the coronagraph is to
suppress the starlight while transmitting the exoplanet light. Furthermore, it also reduces
speckle noise, because bright diffraction structures, to which some speckles are otherwise
‘pinned’, are removed (Bloemhof et al., 2001; Soummer et al., 2007).

Over the years many different coronagraph concepts have been proposed (Mawet et al.,
2012; Ruane et al., 2018). These concepts can be roughly divided into two categories:

• Focal-plane coronagraphs: A focal-plane optic is placed on the on-axis star and
either absorbs the starlight or diffracts it outside of the downstream pupil by either
amplitude (Lyot, 1939) or phase manipulation (Roddier & Roddier, 1997). An ad-
ditional optic in the downstream pupil-plane, referred to as the Lyot stop, blocks
the starlight. Because the exoplanet is spatially separated from the star, its light is
only slightly attenuated and not diffracted outside the pupil and therefore is trans-
mitted towards the detector. Additional pre-apodizers in de pupil-plane upstream
of the focal-plane improve the rejection of the star (Aime et al., 2002; Por, 2020;
Soummer et al., 2003). These coronagraphs offer very high contrasts with good
exoplanet throughput, but are sensitive to vibrations and the finite diameter of the
star.

• Pupil-plane coronagraphs: A pupil-plane optic shapes the PSF such that starlight
is cancelled on one or two sides of the PSF by either amplitude (Kasdin et al., 2003)
or phase manipulation (Codona & Angel, 2004). The region where the starlight is
cancelled is referred to as the dark hole. As both the star and planet propagate
through the coronagraph, the exoplanet will also acquire the coronagraphic PSF,
spreading the exoplanet light over a larger area on the detector. However, these
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vector-Apodizing Phase Plate

Phase rampApodizing 
Phase

Coronagraphic PSF 

Leakage PSF 

Dark Hole

Bright Field

Figure 1.5: Schematic of the vAPP coronagraph. The coronagraphic PSFs are separated
by a phase ramp that is includes into the phase design.

coronagraphs are completely insensitive to the finite diameter of the star, and are
easily implemented into instruments.

Particularly relevant to this thesis is the vector-Apodizing Phase Plate (vAPP; Snik et al.
2012). The vAPP induces the required pupil-plane phase by means of the geometric
phase (Berry, 1987; Pancharatnam, 1956) on opposite circular polarization states. The
vAPPs geometric phase is introduced when the fast-axis angle of a half-wave retarder is
spatially varying. The phase that is induced is twice the fast-axis angle, and is opposite
for the opposite circular polarization states, which results in two coronagraphic PSFs with
opposite dark holes. This is shown in Figure 1.5. Due to its geometric origin, the induced
geometric phase is completely independent of wavelength, but the efficiency with which
the phase is transferred to the light depends on the retardance offset from half wave. Light
that does not acquire the desired phase is generally referred to as leakage, and in the case
of the vAPP will form a non-coronagraphic PSF. High leakage will affect coronagraphic
performance as light from the leaked PSF can contaminate the dark hole. Half-wave
retarders with spatially varying fast-axis angle can be implemented with liquid-crystal
technology (Escuti et al., 2016). Using a direct-write system, the desired fast-axis angle
can be printed into a liquid-crystal photo-alignment layer that that has been deposited on
a substrate (Miskiewicz & Escuti, 2014). To achromatise the half-wave retarder, several
layers of carefully designed, self-aligning birefringent liquid crystals can be deposited on
top of the initial layer (Komanduri et al., 2013). This technology has shown to achieve
minimal leakage over a broad wavelength range (Doelman et al., 2020, 2017). In the
simplest and most common implementation the two coronagraphic PSFs are spatially
separated with a polarization-sensitive grating (Oh & Escuti, 2008) that is integrated into
the phase design (Otten et al., 2014). These coronagraphs are mainly used for operation
with narrowband filters or integral-field spectrographs. This is because diffraction effects
scale with wavelength, and therefore, when observing in a broadband filter with a vAPP,
the grating will smear the coronagraphic PSFs.
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1.2.4 Observing strategies and post processing
Due to uncorrected atmospheric wavefront errors, ground-based HCI observations are
limited to raw contrasts of ∼ 10−5 at a few λ/D (Guyon et al., 2012). Within the con-
trol radius the dominant noise sources are the finite time delay between measuring and
correcting the wavefront, and photon noise in the wavefront sensor measurements. It is
possible to detect and characterize exoplanets below this contrast level by separating the
star and planet light with advanced post-processing methods. These methods use a known
diversity in the dataset to either build up an estimate of the stellar PSF, which can then be
subtracted from the individual images to reveal the exoplanet (Cantalloube et al., 2021), or
use fundamental differences between the properties of star and planet light (e.g. spectrum,
polarization or coherence). The observing strategy is designed to provide this diversity,
and the following methods are either in use or being developed (presented in alphabetic
order):

• Angular differential imaging (ADI; Marois et al. 2006a): During an observation,
the sky, and therefore the exoplanet, is allowed to rotate over the detector while
taking images. The orientation of the stellar PSF remains fixed over time. The PSF
of the target star is then estimated from this time series.

• Coherence differential imaging (CDI; Guyon 2004): Stellar speckles are coherent
with starlight, while the exoplanet light is incoherent. This is because exoplanet
light originates from a spatially separated source. By measuring the coherence of
the light on the detector, the light from the star and exoplanet are separated.

• Orbit differential imaging (ODI; Males et al. 2015): The target is observed multi-
ple times with long periods of time in between them. The diversity is then provided
by the movement of the exoplanet in its orbit.

• Polarization differential imaging (PDI; Kuhn et al. 2001): Starlight is unpolar-
ized to a very high degree, while light reflected from the surface of the exoplanet
is polarized. By adding a polarizing beam splitter to the HCI instrument, the po-
larization state of the incident light can be measured and the star and planet light
separated.

• Reference star differential imaging (RDI; Smith & Terrile 1984): Another star,
with the same spectral properties as the target star and without companions, is ob-
served with the same instrument and telescope settings. The PSF of the target star
is estimated with these images.

• Spectral differential imaging (SDI; Sparks & Ford 2002): Due to temperature and
atmospheric composition differences, the spectrum of the star and and exoplanet
light are different. By measuring the spectrum of the light, the star and exoplanet
are separated.

It is also possible and advantageous to combine several of these observation strategies
(Christiaens et al., 2019; van Holstein et al., 2017).
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PDI and SDI have the additional advantage that they simultaneously act as characteri-
zation diagnostic. Observations by medium- and high-resolution integral-field spectro-
graphs can be used to detect atomic and molecular lines from an exoplanet’s atmosphere
(Bowler et al., 2019; Snellen et al., 2015). Using polarimetry, it is possible to study cloud
structures in the exoplanet’s atmosphere (De Kok et al., 2011; Stam et al., 2004), and
circumplanetary disks (Stolker et al., 2017). Combining both techniques in spectropolari-
metric observations enables constraints on water clouds and oceans (Karalidi et al., 2012),
and even (maybe) measure biological activity (Patty et al., 2019).

1.2.5 Detecting exoplanet variability

Like the majority of the planets in the solar system, exoplanets are expected to have clouds
in their atmospheres (Helling, 2019). Detecting and studying clouds on exoplanets will
improve our understanding of the atmospheric composition and weather systems on these
other worlds. Brown dwarfs have cloud structures (Cooper et al., 2003), that express
themselves in brightness variations while the object rotates (Apai et al., 2013; Eriksson
et al., 2019; Metchev et al., 2015). Exoplanets are expected to exhibit similar variabil-
ity (Apai et al., 2019; Biller, 2017; Kostov & Apai, 2012). Thus far, variability has only
been observed with the extremely stable Hubble Space Telescope (HST) for the exoplanet
2M1207b, which has photometric variations at the 0.78-1.36% level (Zhou et al., 2016).
Ground-based observations of HR 8799 with VLT/SPHERE have not yet led to conclu-
sive detections of variability (Apai et al., 2016; Biller et al., 2021).

Observing exoplanet variability is not trivial because most coronagraphs occult the host
star, which is usually the direct photometric reference. This makes it challenging to dis-
entangle exoplanet variability from seeing and transmission changes in the Earth’s at-
mosphere. To overcome this problem, Marois et al. (2006b) and Sivaramakrishnan &
Oppenheimer (2006) introduced diffractive methods to generate artificial speckles that
serve as photometric references. These methods apply static phase or amplitude modula-
tions in the pupil plane before the coronagraph’s focal-plane optic. The artificial speckles
are designed to not be occulted by the coronagraph. An additional advantage is that the
reference speckles can be closer to the exoplanet in intensity, which prevents possible
issues with saturation and detector non-linearities. Current HCI instruments implement
these artificial speckles either with a square grid that acts as an amplitude grating (Gem-
ini/GPI; Wang et al. 2014), or with a static DM modulation (VLT/SPHERE; Langlois
et al. 2013). However, the limiting factor of these solutions is their coherency with the
time-varying speckle background, which results in interference that dynamically distorts
the shape and brightness of the artificial speckles. This in turn ultimately limits their pho-
tometric precision (Jovanovic et al., 2015a). The origin of these background speckles has
been extensively discussed in subsection 1.2.1. Subaru/SCExAO circumvents this prob-
lem by high-speed, temporal DM modulation that switches ( < 1 ms) the phase of the
artificial speckles between 0 and π (Jovanovic et al., 2015a). Due to the modulation, the
interference averages out, and the artificial speckles effectively become incoherent, in-
creasing their precision by a factor of between two and three. Recently, a more advanced
method was presented that also alternates the position of the speckles, allowing for accu-
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rate background estimation, improving the photometric precision to < 1% for 80 second
exposures (Sahoo et al., 2020).

1.3 Focal-plane wavefront sensing
As discussed in the above sections, one of the current limitations in high-contrast imaging
are non-common path aberrations (NCPA). NCPA originate from misalignments, fabrica-
tion errors, and temperature changes in the optics and internal turbulence downstream of
the system’s main WFS. In subsection 1.2.1 we have seen that they slowly evolve with
time, which makes their removal in post-processing very challenging. The best solution
is to measure NCPA using the science detector located in the focal plane, and optically
correct them with a DM. We define focal-plane wavefront sensing (FPWFS) as follows.

Focal-plane wavefront sensing

is estimating the pupil-plane or focal-plane electric field by means of measurements
with the science camera (or equivalent) placed in the focal plane.

In this section we introduce the theory behind focal-plane wavefront sensing, discuss the
challenges and cluster the different focal-plane wavefront sensors into different families.

1.3.1 Theory
The fundamental problem in FPWFS is, with the current detector technology, that we do
not have direct access to the focal-plane electric field, but instead measure the focal-plane
intensity. The result is that only the focal-plane amplitude can be recovered and not the
focal-plane phase. This is shown by the following equations:

Efoc = Afoceiθfoc , (1.2)

Ifoc = |Efoc|
2 (1.3)

= A2
foc, (1.4)

with Afoc the amplitude and θfoc the phase of the focal-plane electric field (Efoc), and Ifoc
the focal-plane intensity. To retrieve the amplitude and the phase, we have to manipulate
Efoc such that these parameters are encoded in the intensity signal. In this subsection we
will identify the requirements on pupil-plane manipulations that enable measuring pupil-
plane phase with focal-plane images.



1

Introduction 15
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Figure 1.6: Effect of sign changes of even and odd pupil-plane phase aberrations on the
PSF. The PSF is formed by an even aperture, and the phase aberrations have a 1 radian
root-mean-square wavefront error. The scales of the colormaps are the same for every
column of images. The focal-plane intensity is shown in log scale.
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To understand the challenge of estimating pupil-plane phase with focal-plane images, we
simulate PSFs for a circular aperture with various wavefront aberrations (even and odd,
and changing aberration sign). The results are presented in Figure 1.6. It shows that the
sign of odd pupil-plane phase aberrations can be distinguished by observing the shape of
the PSF. However, for even pupil-plane phase aberrations it is not possible to determine
the sign, because the PSFs look identical for opposite signs. The only information that
can be retrieved is the magnitude of the even phase aberration.

To understand the origin of this sign ambiguity, we start by writing the the pupil-plane
electric field (Epup) as follows:

Epup = Apupeiθpup (1.5)
= Apup cos(θpup) + iApup sin(θpup), (1.6)

with Apup the pupil-plane amplitude and θpup the pupil-plane phase. The focal-plane elec-
tric field (Efoc) is formed by propagating Epup using the Fraunhofer propagation operator
P{·} ∝ 1

iF {·} (Goodman, 2005), with F {·} the Fourier transform.

Efoc = P{Epup} (1.7)
= P{Apup cos(θpup)} + P{iApup sin(θpup)} (1.8)
= a + ib, (1.9)

with a and b the real and imaginary parts of Efoc, respectively. The terms a and b generally
consists of a mixture of P{Apup cos(θpup)} and P{Apup sin(θpup)}, and as we will see, this
depends on the symmetries of Apup and θpup. The focal-plane intensity, or PSF, is given
by:

Ifoc = |Efoc|
2 (1.10)

= a2 + b2. (1.11)

Before we continue, we recall the following mathematical properties:

1. A function f (r) can be decomposed into even ( feven) and odd ( fodd) functions:

f (r) = feven(r) + fodd(r), (1.12)

feven(r) =
f (r) + f (−r)

2
, (1.13)

fodd(r) =
f (r) − f (−r)

2
. (1.14)

This is useful, because even and odd function behave differently under the Fraun-
hofer propagation operator, which is shown in Table 2.1.
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2. The composition and multiplication properties of even and odd functions:

feven(r) · godd(r) = hodd, (1.15)
fodd(r) · godd(r) = heven, (1.16)

feven(r) · geven(r) = heven, (1.17)
feven[godd(r)] = heven, (1.18)
fodd[godd(r)] = hodd, (1.19)
fodd[geven(r)] = heven, (1.20)
feven[geven(r)] = heven. (1.21)

These determine the symmetries of the real and imaginary terms of Epup (Equa-
tion 7.1).

3. The symmetry properties of the Fraunhofer propagation are shown in Table 2.1.
These determine how pupil-plane aberrations map to the real and/or imaginary
terms of the focal-plane electric field.

4. Finally, the hermitian property of the Fraunhofer propagation. This states that a
conjugated pupil-plane electric field E′pup = E∗pup (i.e. a phase sign flip; ∗ denotes
the conjugation) results in a flipped and conjugated focal-plane electric field E′foc =

P{E′pup}:
E′foc = −Efoc(−r)∗. (1.22)

The reason that the symmetry decomposition, combined with the decomposition of Epup
into its real and imaginary components (Equation 7.1), is important is that the Fraunhofer
propagation operator maps combinations of these decompositions into either real or imag-
inary components of Efoc, as shown in Table 2.1. Combined with the symmetries of the
aperture, it determines whether a sign ambiguity will be present or not.

Now, suppose that the aperture is even (Apup = Ae), which is true for most telescope
apertures, and that we have an even phase aberration (θpup = θe). We then find the follow-
ing pupil-plane electric field:

Epup = Aeeiθe (1.23)
= Ae cos(θe)︸     ︷︷     ︸

even

+i Ae sin(θe)︸     ︷︷     ︸
even

. (1.24)

We note that only the imaginary term contains information on the sign of θe. Propagating
Epup to the focal plane yields (Table 2.1):

Efoc = a︸︷︷︸
P{iAe sin(θe)}

+ ib︸︷︷︸
P{Ae cos(θe)}

(1.25)

Ifoc = a2︸︷︷︸
even

+ b2︸︷︷︸
even

(1.26)
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When the sign of the even aberration changes (θe → −θe), we will not observe a change
in Ifoc. This is because a, which contains the sign information, is an even function, and
therefore does not show a response under sign change.

We can do a similar calculation for an odd phase aberration (θpup = θo). Here we also
assume that the aperture is even (Apup = Ae). The pupil-plane electric field is then:

Epup = Ae cos(θo)︸      ︷︷      ︸
even

+i Ae sin(θo)︸     ︷︷     ︸
odd

. (1.27)

Again, the sign information carrying term is the imaginary part of the electric field. Cal-
culating the focal-plane electric field and intensity we find:

Efoc = ib︸︷︷︸
P{Ae cos(θo)+iAe sin(θo)}

, (1.28)

Ifoc = b2 (1.29)

= P{Ae cos(θo)}2︸            ︷︷            ︸
even

+P{Ae sin(θo)}2︸           ︷︷           ︸
even

+ 2P{Ae cos(θo)}P{Ae sin(θo)}︸                              ︷︷                              ︸
odd

. (1.30)

This calculation shows that in the case of odd phase aberrations, the real and imaginary
parts of the pupil-plane electric field both map to the imaginary part of the focal-plane
electric field. The result is that in the focal-plane intensity there is an interference term
with odd symmetry that changes its shape under sign change. This interference term en-
ables that sign changes of odd pupil-plane phase aberrations are observable in the PSF.

The previous calculations show that whether or not a sign ambiguity exists is determined
by the presence of additional term that interferes with the sign carrying term. In Equa-
tion 1.25 we found that the sign information of even pupil-plane phase aberrations is
located in the real part of the focal-plane electric field. Inspecting Table 2.1 shows that
additional terms in the real part of the focal-plane electric field can be created by applying
either a known odd pupil-plane amplitude, a known even pupil-plane phase, or a combina-
tion of both. These solutions correspond with well-known focal-plane wavefront sensing
techniques. Phase diversity techniques apply even pupil-plane phase modes (Gonsalves,
1982; Paxman et al., 1992), and techniques such as the Asymmetric Pupil Fourier Wave-
Front Sensor (APFWFS; Martinache 2013) and the differential Optical Transfer Functions
wavefront sensor (dOTF; Codona 2013) use odd pupil-plane amplitude.

1.3.2 Family of focal-plane wavefront sensors
Many different FPWFSs have been developed over the years, each with their own unique
implementation. A review is presented in Jovanovic et al. (2018). Here we aim to extend
this review and categorize the different FPWFSs according to their method of breaking
the sign degeneracy.
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Figure 1.7 shows the family tree with, to our best knowledge, the FPWFSs currently
used or being developed in HCI. Three distinct branches can be distinguished that each
use a different kind of manipulation to break the sign ambiguity:

• Focal-plane manipulation: A device located in a focal-plane (e.g. a focal-plane
coronagraph or photonic lantern) breaks the sign ambiguity by means of optical
manipulations.

• Pupil-plane manipulation: The pupil-plane amplitude and/or phase are manipu-
lated such that the sign ambiguity is broken for focal-plane intensity measurements.

• Spectral manipulation: The chromatic nature of aberrations is used to measure
the wavefront.

We more extensively discuss the members of the families below.

Focal-plane manipulation
As mentioned above, the focal-plane manipulation branch uses optical devices in the focal
plane to lift the phase ambiguity. The Quadrant Analysis of Coronagraphic Images for
Tip-tilt Sensing (QACITS; Huby et al. 2015) is based on the analysis of the Vector Vortex
Coronagraph (VVC; Mawet et al. 2005) images to infer the direction and magnitude of
pointing errors. QACITS is regularly used for HCI observations with the Keck/NIRC2
(Huby et al., 2017). The VVC is a focal-plane coronagraph that induces an opposite vor-
tex phase to opposite circular polarization states. The vortex phase is what breaks the sign
ambiguity for even pupil-plane phase aberrations. Other techniques also use the diversity
provided by the VVC, but are aimed to provide higher-order wavefront measurements.
The Nijboer-Zernike Phase Retrieval method (NZPR; Riaud et al. 2012a) splits the oppo-
site circular polarization images to derive the wavefront by an analytical approach. The
NZPR only operates in the small aberration regime. Deep Learning Phase Retrieval meth-
ods (DLPR; Quesnel et al. 2020) also use the vortex phase to break the sign ambiguity,
but extend the use beyond the small phase regime by using machine learning techniques.
Then, there are also techniques that put a photonic lantern in the focal plane. A photonic
lantern is a device that splits a multimode fiber into multiple single-mode fibers. In the
photonic lantern, the focal-plane electric field is mixed in the multimode fiber and then
filtered by the single-mode fibers such that from its output the different electric field com-
ponents can be reconstructed. One of these single-mode fibers can feed a high-resolution
spectrograph, while the output of the other single-mode fibers can be used for wavefront
sensing. The first implementation only focussed on detecting pointing errors (Corrigan
et al., 2018), but it was recently demonstrated that higher-order wavefront aberrations can
also be measured (Norris et al., 2020).

Pupil-plane manipulation
The pupil-plane manipulation is the largest branch of the family tree shown in Figure 1.7.
In subsection 1.3.1 we discussed how the pupil-plane phase and amplitude should be ma-
nipulated to overcome the sign ambiguity. This branch can be divided into two smaller
branches based on whether the FPWFS uses phase or amplitude manipulation. Starting
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with the pupil-plane phase branch, the most well-known and used method is phase diver-
sity (PD; Gonsalves 1982; Paxman et al. 1992). This method fits a non-linear image for-
mation model to in- and out-of-focus PSFs to retrieve pupil-plane phase aberrations. PD
has led to many other FPWFSs. For example, the COronagraphic Focal-plane waveFront
Estimation for Exoplanet detection (COFEE; Paul et al. 2013) FPWFS includes a coron-
agraph to the image formation model for HCI observations. COFFEE was subsequently
extended to also measure pupil-plane amplitude aberrations (Herscovici-Schiller et al.,
2018), and include atmospheric turbulence in the model (Herscovici-Schiller et al., 2019).
Linearized Analytical Phase Diversity or LAPD (Vievard et al., 2020) uses a linear ap-
proximation to measure the wavefront, and was mainly developed to co-phase segmented
telescopes. LAPD is now also being tested to measure the LWE at Subaru/SCExAO
(Vievard et al., 2019). Sequential-Phase Diversity (SPD; Gonsalves 2002) was developed
to be able to run continuously in closed-loop, without defocussing the camera, by us-
ing the previous DM command as diversity and assuming that the algorithm operates in
the small aberration regime. Fast and Furious (F&F; Keller et al. 2012; Korkiakoski et al.
2014) extends the regime in which SPD can operate by introducing a higher-order approx-
imation of the PSF. F&F has been successfully tested on-sky in the context of measuring
and correcting the LWE at Subaru/SCExAO (Chapter 6; Bos et al. 2020b). The NZPR
and DLPR techniques described in the focal-plane manipulation branch are also used with
phase diversity (Quesnel et al., 2020; Riaud et al., 2012b; van Haver et al., 2006). Then,
the next focal-plane wavefront sensor in this branch is the Holographic Modal Wave-
Front Sensor (HMWFS; Wilby et al. 2017). Using a static optic, the HMWFS generates
a number of PSF copy pairs, and each pair is biased with a pupil-plane phase mode with
opposite sign. By monitoring the relative brightness of the PSF pairs, the magnitudes and
signs of a set of pupil-plane modes can be measured. It was successfully tested during an
observing run with WHT/LEXI (Haffert et al., 2018).

The following FPWFSs also belong to the pupil-plane manipulation branch, but focus
on measuring the focal-plane electric field. Speckle Nulling (SN; Bordé & Traub 2006)
singles out bright speckles in the coronagraphic image, and commands the DM to add
artificial speckles on top of them. By alternating the phase of the artificial speckle and
observing the combined brightness, SN finds the appropriate DM command to cancel the
speckle. It has been successfully tested on-sky with Subaru/SCExAO (Martinache et al.,
2014) and Keck/NIRC2 (Bottom et al., 2016), and is also used for space-based HCI exper-
iments (Trauger & Traub, 2007). Pair-wise probing (PWP; Give’on et al. 2011) extends
SN by simultaneously probing large parts of the focal-plane with DM commands. It is
mainly considered for space-based observatories (Groff et al., 2015), but was recently also
installed on VLT/SPHERE for on-sky tests (Potier et al., 2020b). PWP and the HMWFS
are combined in the Holographic Electric Field Sensor (HEFS; Por & Keller 2016) as a
static solution of PWP. Phase-shifting interferometry (PShI; Bottom et al. 2017; Guyon
2004) modulates the focal-plane intensity by moving a small part of the Lyot stop. Phase-
sorting interferometry (PSoI; Codona et al. 2008) and the Frazin algorithm (FA; Frazin
2013) both use naturally occurring speckles due to the atmospheric turbulence to mea-
sure the focal-plane electric field. This requires them to combine milli-second exposure
images with synchronized wavefront telemetry from the main WFS. The phase and am-
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plitude of the atmospheric speckles are derived from the WFS measurements. The inter-
ference between the atmospheric speckles and more slowly evolving speckles originating
from NCPA allows for measuring the phase and amplitude of the NCPA speckles.

There is also an entire class of FPWFSs that use pupil-plane amplitude manipulations.
The Asymmetric Pupil Fourier WaveFront Sensor (APFWFS; Martinache 2013) uses an
interferometric approach based on kernel phase analysis (Martinache, 2010) to retrieve the
pupil-plane phase aberrations based on a non-coronagraphic PSF formed by an asymmet-
ric pupil. It has seen multiple successful on-sky tests with Subaru/SCExAO (Martinache
et al., 2016; N’Diaye et al., 2018). The Asymmetric Pupil vector-Apodizing Phase Plate
or APvAPP (Chapter 2; Bos et al. 2019) is a pupil-plane coronagraph integrated with a
pupil-plane amplitude asymmetry. The pupil-plane phase is retrieved with a non-linear
coronagraphic model fitted to the coronagraphic image. This technique has also seen suc-
cessful on-sky tests, and can be extended to measure pupil-plane amplitude aberrations
as well (Bos et al., 2020a). Spatial Linear Dark Field Control (SpatLDFC; Miller et al.
2017) monitors the bright field opposite to the dark hole for intensity fluctuations gener-
ated by wavefront aberrations. This is because LDFC assumes that intensity fluctuations
in the bright field have a linear response to wavefront aberrations, while those in the dark
hole have a quadratic response. Using an empirical calibration, these intensity fluctua-
tions are converted to appropriate DM commands to cancel aberrations. SpatLDFC is
designed to be a wavefront stabilization technique, and cannot create a dark hole on its
own. It is implemented both with pupil- and focal-plane coronagraphs. The coronagraph
dictates the method that SpatLDFC relies on to break the sign ambiguity. For pupil-plane
coronagraphs, such as the APvAPP, there is a bright coronagraphic PSF that requires an
amplitude asymmetry to provide the diversity. SpatLDFC combined with an APvAPP has
been successfully tested on the Subaru/SCExAO system with the internal source (Chapter
3; Miller et al. 2021) and on-sky (Chapter 4; Bos et al. submitted). For a focal-plane coro-
nagraph, the bright field predominately consists of uncorrected wavefront aberrations that
break the sign degeneracy. Laboratory experiments for space-bases observatories have
been successfully performed in this context as well (Currie et al., 2020b).

The differential Optical Transfer Functions (dOTF; Codona 2013) uses a Fourier analysis
on two images (one with and one without amplitude asymmetry) to retrieve the pupil-
plane phase and amplitude aberrations. The asymmetry can also be introduced by a linear
polarizer, which then requires a polarizing beam splitter to do the dOTF analysis. This is
referred to as the polarization dOTF (pdOTF; Brooks et al. 2016).

The self-coherent camera (SCC; Baudoz et al. 2005) places a reference hole in an off-
axis position of the coronagraph’s Lyot stop. The reference hole transmits light that is
diffracted by the coronagraph outside of the geometric pupil that would have otherwise
been blocked by the Lyot stop. This light propagates to the focal plane, interferes with
the on-axis beam, and generates high spatial-frequency fringes. The focal-plane electric
field is spatially modulated and directly available through a Fourier analysis of the im-
age. It has been tested at high contrasts for space-based systems (Potier et al., 2020a)
and on-sky for ground-based systems (Galicher et al., 2019). The Fast Atmospheric SCC
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Technique (FAST; Gerard & Marois 2020; Gerard et al. 2018, 2019) modifies the coro-
nagraph’s focal-plane optic such that the core of the PSF is diffracted onto the reference
hole, drastically increasing the light available for wavefront sensing. Other variants of the
SCC exist that combine the SCC with other FPWFS concepts. The fast-modulated SCC
(FMSCC; Martinez 2019) effectively combines the dOTF concept with the SCC by tem-
porally modulating the reference light. The polarization-encoded SCC (PESCC; Chapter
5; Bos 2021) has a similar combination with the pdOTF. Lastly, the spectral-modulated
SCC (SMSCC; Haffert in prep.) encodes the reference hole in different spectral channels.

Spectral manipulation
Finally, there is a family of techniques that use spectral manipulations to estimate aber-
rations. For example, the Multispectral Exoplanet Detection Using Simultaneous Aber-
ration Estimation (MEDUSAE; Ygouf et al. 2013) technique jointly estimates the wave-
front aberrations and astronomical object given a multispectral dataset. MEDUSAE has
currently only been tested as post-processing method, but also has the capability to be
run in realtime for wavefront sensing. Spectral Linear Dark Field control (SpecLDFC;
Guyon et al. 2017) is very similar to SpatLDFC, but instead of measuring the wavefront
at a different location, it measures the wavefront using other wavelengths. SpecLDFC
uses the linear relationship between the intensity of bright speckles outside of the science
bandwidth and residual wavefront aberrations. By monitoring brightness changes of these
speckles, it derives DM commands that correct for wavefront drifts.

1.4 This thesis

This thesis presents and validates new focal-plane wavefront sensors in theory, simula-
tion, and on-sky tests, and introduces a new optic to enable the detection of exoplanet
variability. The ultimate goal is to enable the direct imaging and characterization of
rocky exoplanets with the future extremely large telescopes. The main focus of this thesis
lies on developing integrated coronagraph and focal-plane wavefront-sensing solutions to
measure and correct non-common path aberrations in high-contrast imaging instruments
(Chapters 2 – 5). The last two chapters investigate on-sky tests of a focal-plane wavefront
sensing solution to address the low-wind effect (Chapter 6), and a new concept to dramat-
ically increase the signal-to-noise ratio of exoplanet variability measurements (Chapter 7).

Chapter 2: Focal-plane wavefront sensing with the vector-Apodizing Phase Plate
coronagraph
This chapter introduces a novel focal-plane wavefront sensor by combining the vector-
Apodizing Phase Plate (vAPP) coronagraph with an asymmetric pupil wavefront sensor.
A non-linear, model-based wavefront sensing algorithm is presented as well. We study the
performance of the vAPP and the wavefront-sensing algorithm in idealized simulations.
Furthermore, the wavefront sensing capabilities are demonstrated on the Subaru/SCExAO
system with the internal source and on-sky. For the on-sky tests, we report a raw contrast
improvement of a factor ∼ 2 between 2 and 4 λ/D when measuring and controlling the
thirty lowest Zernike modes.
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Chapter 3 and 4: Spatial Linear Dark Field Control with the vector-Apodizing Phase
Plate
These two chapters present the successful deployment of spatial Linear Dark Field Con-
trol (LDFC) to Subaru/SCExAO. LDFC assumes a linear relationship between intensity
changes in some parts of the bright field of the vAPP coronagraphic PSF and changing
wavefront aberrations. We show that, to successfully operate LDFC with the vAPP with-
out defocus, an amplitude asymmetry needs to be integrated into the vAPP design.
Chapter 3 describes the implementation of LDFC at Subaru/SCExAO, including a noise
analysis of LDFC’s performance with the SCExAO vAPP. Furthermore, the results of lab
tests are presented that simulate temporally-correlated, evolving phase aberrations with
the deformable mirror (DM). We find that, when LDFC is operating in closed-loop, there
is a factor of ∼ 3 improvement in raw contrast across the dark hole during the full duration
of the test.
Chapter 4 describes the results of the first successful LDFC on-sky tests. Two types of
tests are presented: (1) correction of artificially introduced aberrations, and (2), correction
of wavefront errors that originate from the telescope, instrument, and atmosphere. When
introducing aberrations with the DM, we find that LDFC improves the raw contrast by a
factor 3–7 over the dark hole by decreasing the residual wavefront error from ∼ 90 nm to
∼ 40 nm root mean square. For the second type of tests, we show that the current imple-
mentation of LDFC is able to suppress evolving aberrations with timescales < 0.1 − 0.4
Hz, and is limited by the current Python implementation. We find that the power at 10
mHz is reduced by factor ∼ 20, 7, and 4 for spatial frequency bins at 2.5, 5.5, and 8.5
λ/D, respectively.

Chapter 5: The polarization-encoded self-coherent camera
This chapter presents the polarization-encoded self-coherent camera (PESCC), an inte-
grated focal-plane wavefront sensor and coronagraph, which is a new and powerful variant
of the self-coherent camera (SCC). The PESCC implements a Lyot stop with a reference
hole featuring a polarizer, and a downstream polarizing beamsplitter. We show that the
PESCC relaxes the requirements on the optics size, focal-plane sampling, and spectral
resolution with respect to the SCC. Furthermore, we find via numerical simulations that
the PESCC has effectively access to ∼ 16 times more photons, improving the wavefront
sensing sensitivity by a factor ∼ 4. We also show that, without additional measurements,
coherent differential imaging (CDI) is enabled as a contrast-enhancing post-processing
technique for every observation. In idealized simulations representative of space-based
systems with a charge two vortex coronagraph, we show that wavefront sensing and con-
trol, combined with CDI, can achieve a 1σ raw contrast of ∼ 3 · 10−11 − 8 · 10−11 between
1 and 18 λ/D.

Chapter 6: Controlling the Low Wind Effect with Fast and Furious focal-plane
wavefront sensing
This chapter presents the deployment of the Fast and Furious (F&F) focal-plane wavefront
sensing algorithm to Subaru/SCExAO to measure and correct the low-wind effect (LWE).
F&F is a sequential phase-diversity algorithm and a software-only solution to focal-plane
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wavefront sensing. Tests with the internal source results show that F&F can correct a wide
range of LWE-like aberrations and bring the PSF back to a high Strehl ratio (> 90%) and
high symmetry. Furthermore, we present on-sky results that show that F&F is able to im-
prove the PSF quality during very challenging atmospheric conditions (1.3−1.4” seeing at
500 nm). Simultaneous observations of the PSF in the optical (λ = 750 nm, ∆λ = 50 nm)
show that we were correcting aberrations common to the optical and NIR paths within
SCExAO.

Chapter 7: High-precision astrometry and photometry of directly imaged exoplan-
ets with the Vector Speckle Grid
This chapter presents the theory and simulations of the vector speckle grid (VSG). The
VSG is a new optical element to generate artificial speckles that serve as photometric and
astrometric references when studying directly imaged exoplanets. We show, by imposing
opposite amplitude or phase modulation on the opposite polarization states in the pupil
plane, that artificial speckles are generated that are incoherent with the underlying speckle
halo. This greatly increases the astrometric and photometric precision. In simulation we
find that, for short-exposure images, the VSG reaches a ∼ 0.3 − 0.8% photometric error
and ∼ 3 − 10 · 10−3 λ/D astrometric error, which is a performance improvement of a
factor ∼ 20 and ∼ 5 compared to scalar variants, respectively. Furthermore, we outline
how VSGs could be implemented using liquid-crystal technology to impose the geomet-
ric phase on the circular polarization states.
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Bordé, P. J., & Traub, W. A. 2006, The Astrophysical Journal, 638, 488
Borucki, W. J., Koch, D., et al. 2010, in AAS/Division for Planetary Sciences Meeting Abstracts#

42, 47–03
Bos, S., Miller, K., Lozi, J., et al. submitted, Astronomy & Astrophysics
Bos, S. P. 2021, Astronomy & Astrophysics, 646, A177
Bos, S. P., Doelman, D. S., Miller, K. L., & Snik, F. 2020a, in Adaptive Optics Systems VII, Vol.

11448, International Society for Optics and Photonics, 114483W
Bos, S. P., Doelman, D. S., Lozi, J., et al. 2019, Astronomy & Astrophysics, 632, A48
Bos, S. P., Vievard, S., Wilby, M. J., et al. 2020b, arXiv preprint arXiv:2005.12097
Bottom, M., Femenia, B., Huby, E., et al. 2016, in Adaptive Optics Systems V, Vol. 9909, Interna-

tional Society for Optics and Photonics, 990955
Bottom, M., Wallace, J. K., Bartos, R. D., Shelton, J. C., & Serabyn, E. 2017, Monthly Notices of

the Royal Astronomical Society, 464, 2937
Bowler, B., Sallum, S., Boss, A., et al. 2019, arXiv preprint arXiv:1903.06299
Brandt, T., Briesemeister, Z., Savransky, D., et al. 2019, Bulletin of the American Astronomical

Society, 51, 269
Brooks, K. J., Catala, L., Kenworthy, M. A., Crawford, S. M., & Codona, J. L. 2016, in Advances

in Optical and Mechanical Technologies for Telescopes and Instrumentation II, Vol. 9912, Inter-
national Society for Optics and Photonics, 991203

Brown, A., Vallenari, A., Prusti, T., et al. 2018, Astronomy & astrophysics, 616, A1
Brown, A. G., Vallenari, A., Prusti, T., et al. 2016, Astronomy & Astrophysics, 595, A2
Cantalloube, F., Por, E., Dohlen, K., et al. 2018, Astronomy & Astrophysics, 620, L10
Cantalloube, F., Farley, O., Milli, J., et al. 2020, Astronomy and Astrophysics-A&A
Cantalloube, F., Gomez-Gonzalez, C., Absil, O., et al. 2021, arXiv preprint arXiv:2101.05080
Chauvin, G., Desidera, S., Lagrange, A.-M., et al. 2017, Astronomy & Astrophysics, 605, L9
Chilcote, J. K., Bailey, V. P., De Rosa, R., et al. 2018, in Ground-based and Airborne Instrumenta-



1

28 BIBLIOGRAPHY

tion for Astronomy VII, Vol. 10702, International Society for Optics and Photonics, 1070244
Christiaens, V., Casassus, S., Absil, O., et al. 2019, Monthly Notices of the Royal Astronomical

Society, 486, 5819
Codona, J. L. 2013, Optical Engineering, 52, 097105
Codona, J. L., & Angel, R. 2004, The Astrophysical Journal Letters, 604, L117
Codona, J. L., Kenworthy, M. A., & Lloyd-Hart, M. 2008, in Adaptive Optics Systems, Vol. 7015,

International Society for Optics and Photonics, 70155D
Cooper, C. S., Sudarsky, D., Milsom, J. A., Lunine, J. I., & Burrows, A. 2003, The Astrophysical

Journal, 586, 1320
Corrigan, M. K., Morris, T. J., Harris, R. J., & Anagnos, T. 2018, in Adaptive Optics Systems VI,

Vol. 10703, International Society for Optics and Photonics, 107035H
Currie, T., Brandt, T. D., Kuzuhara, M., et al. 2020a, The Astrophysical Journal Letters, 904, L25
Currie, T., Pluzhnik, E., Guyon, O., et al. 2020b, Publications of the Astronomical Society of the

Pacific, 132, 104502
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2 | Focal-plane wavefront sensing with
the vector-Apodizing Phase Plate

Adapted from
S.P. Bos, D.S. Doelman, J. Lozi, O. Guyon, C.U. Keller, K.L. Miller,

N. Jovanovic, F. Martinache, F. Snik
Astronomy & Astrophysics, 632, A48 (2019)

One of the key limitations of the direct imaging of exoplanets at small angular sep-
arations are quasi-static speckles that originate from evolving non-common path aberra-
tions (NCPA) in the optical train downstream of the instrument’s main wavefront sensor
split-off. In this article we show that the vector-Apodizing Phase Plate (vAPP) corona-
graph can be designed such that the coronagraphic point spread functions (PSFs) can act
as wavefront sensors to measure and correct the (quasi-)static aberrations without dedi-
cated wavefront sensing holograms or modulation by the deformable mirror. The absolute
wavefront retrieval is performed with a nonlinear algorithm. The focal-plane wavefront
sensing (FPWFS) performance of the vAPP and the algorithm are evaluated via numer-
ical simulations to test various photon and read noise levels, the sensitivity to the 100
lowest Zernike modes, and the maximum wavefront error (WFE) that can be accurately
estimated in one iteration. We apply these methods to the vAPP within SCExAO, first
with the internal source and subsequently on-sky. In idealized simulations we show that
for 107 photons the root mean square (RMS) WFE can be reduced to ∼ λ/1000, which
is 1 nm RMS in the context of the SCExAO system. We find that the maximum WFE
that can be corrected in one iteration is ∼ λ/8 RMS or ∼200 nm RMS (SCExAO). Fur-
thermore, we demonstrate the SCExAO vAPP capabilities by measuring and controlling
the 30 lowest Zernike modes with the internal source and on-sky. On-sky, we report a
raw contrast improvement of a factor ∼2 between 2 and 4 λ/D after five iterations of
closed-loop correction. When artificially introducing 150 nm RMS WFE, the algorithm
corrects it within five iterations of closed-loop operation. FPWFS with the vAPP coro-
nagraphic PSFs is a powerful technique since it integrates coronagraphy and wavefront
sensing, eliminating the need for additional probes and thus resulting in a 100% science
duty cycle and maximum throughput for the target.
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2.1 Introduction

The exploration of circumstellar environments at small angular separations by means of
direct imaging is crucial for the detection and characterization of exoplanets. The chal-
lenges that need to be overcome are that of high contrast and small angular separation.
E.g. the angular separation and contrast between the Earth and the Sun at 10 pc in the
visible (∼0.3-1 µm) is respectively ∼100 milliarcseconds (mas) and ∼10−10 (Traub & Op-
penheimer, 2010).

The current generation of ground-based high-contrast imaging instruments SPHERE
(Beuzit et al., 2019), GPI (Macintosh et al., 2014), the upcoming MagAO-X (Males et al.
2018; Close et al. 2018), and Subaru Coronagraphic Extreme Adaptive Optics (SCExAO;
Jovanovic et al. 2015) are pushing towards contrasts of ∼10−6 at angular separations
of 200 mas after post-processing in the near-infrared (0.95-2.3 µm; Vigan et al. 2015).
These instruments are equipped with extreme adaptive optics systems to flatten the wave-
front after the turbulent atmosphere, coronagraphs to suppress the star light and contrast-
enhancing post-processing techniques that employ some form of diversity such as angular
differential imaging (Marois et al., 2006), reference star differential imaging (Ruane et al.,
2019), spectral differential imaging (Sparks & Ford, 2002), and polarimetric differential
imaging (Snik & Keller, 2013). The latter two techniques can also be used as a character-
ization diagnostic. Medium- and high-resolution integral-field spectroscopy can be used
to detect atomic and molecular lines from a planet’s atmosphere (e.g., Haffert et al. 2019
and Hoeijmakers et al. 2018), while polarimetry can be used to detect cloud structures
(Stam et al. 2004; De Kok et al. 2011; van Holstein et al. 2017).

The coronagraph relevant for the present work is the vector-Apodizing Phase Plate
(vAPP; Snik et al. 2012; Otten et al. 2017), which manipulates the phase in the pupil-
plane such that in selected regions in the focal plane the starlight is cancelled; these
areas are referred to as dark holes. The phase is induced through the achromatic geo-
metric phase (Pancharatnam 1956; Berry 1987) on the circular polarization states by a
half-wave liquid-crystal layer with a varying fast-axis orientation. The two circular polar-
ization states both receive equal but opposite phases, resulting in two coronagraphic point
spread functions (PSFs) with opposite dark holes, as shown in Figure 2.1. The geometric
phase is inherently achromatic as it depends on geometric effects, but the efficiency with
which the light acquires the phase is determined by the retardance of the liquid-crystal
layer. Retardance offsets from half-wave result in leakage; light that has not acquired the
desired phase will form a non-coronagraphic PSF based on the aperture geometry. Gener-
ally, vAPP coronagraphs are designed to have minimal leakage over a broad wavelength
range. High leakage will affect coronagraphic performance as light from the leaked PSF
will contaminate the dark hole. In the simplest and most common implementation the
two coronagraphic PSFs are spatially separated with a polarization-sensitive grating (Oh
& Escuti, 2008) that is integrated in the phase design. These coronagraphs are known as
grating-vAPPs (Otten et al., 2014) and are mainly used for operation with narrowband
filters or integral-field spectrographs to prevent smearing by the grating. In this article the
grating-vAPP is referred to as a vAPP. The vAPP has been put on-sky with several in-
struments: CHARIS/SCExAO (Doelman et al., 2017), MagAO/Clio2 (Otten et al., 2017),
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Figure 2.1: Working principle of the grating-vector-Apodizing Phase Plate. The grating-
vAPP is a half-wave retarder pupil-plane optic with a spatially varying fast-axis orien-
tation. The varying fast-axis orientation induces the phase through the geometric phase
on the circular polarization states. These polarization states receive the opposite phase
and therefore have flipped coronagraphic point spread functions (PSFs). The PSFs are
spatially separated by adding a phase ramp to the design. Any offsets from half-wave
retardance within the optic reduces the efficiency with which the light will be transferred
to the coronagraphic PSFs and results in a leakage PSF.

LMIRCAM/LBT (Doelman et al., 2017), and LEXI (Haffert et al., 2018). Furthermore,
vAPPs have been designed for the following instruments: HiCIBaS (Côté et al., 2018),
MagAO-X (Miller et al., 2018), ERIS (Boehle et al., 2018), METIS (Kenworthy et al.,
2018), and MICADO (Davies et al., 2018).

One of the key limitations of the current high-contrast imaging instruments that limit
them to contrasts above ∼ 10−6 within 300 mas are quasi-static speckles that originate
from slowly evolving instrumental aberrations caused by changing temperature, humid-
ity, and gravity vector during observations (Martinez et al. 2012; Martinez et al. 2013;
N’Diaye et al. 2016; Vigan et al. 2018). When these aberrations occur in the optical train
downstream of the main wavefront sensor split-off, they are not be sensed and therefore
cannot be corrected. Additional focal-plane wavefront sensing (FPWFS) with the science
detector is a highly desirable solution to these non-common path aberrations (NCPA). In
addition to eliminating the NCPAs, a FPWS can also address chromatic errors between
the main sensing and science channels. Another advantage of FPWFS is that it has been
shown by Guyon (2005) that it is able to reach high sensitivities for all spatial frequencies,
only being surpassed in sensitivity by the Zernike wavefront sensor (N’Diaye et al. 2013;
Doelman et al. 2019). A notable FPWFS is the Self-Coherent Camera (SCC; Baudoz
et al. 2005; Galicher et al. 2008; Mazoyer et al. 2013). This is a WFS that is combined
with a coronagraph, which uses focal-plane optics to block starlight. It operates by plac-
ing a small hole in the pupil-plane Lyot stop outside of the geometric pupil where the
scattered starlight is located. This hole creates a reference beam that generates high spa-
tial frequency fringes in the focal-plane image, which can be used to determine the full
electric field. The SCC has a 100% science duty cycle, but requires a high focal-plane
sampling to resolve the fringes, and optics of a sufficient size to accommodate the refer-
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ence beam. FPWS has also been conducted by using vAPPs. Previous work focused on
adding additional holograms in the focal plane that either encode wavefront information
(Wilby et al., 2017) or directly probe the electric field (Por & Keller, 2016); these will not
be considered here.

An overview of FPWFS techniques can be found in Jovanovic et al. (2018). There
are three FPWFS and control methods that are particularly relevant: The COronagraphic
Focal-plane waveFront Estimation for Exoplanet detection (COFFEE; Sauvage et al. 2012;
Paul et al. 2013a) wavefront sensor is an extension of classical phase diversity (Gonsalves
1982; Paxman et al. 1992) to coronagraphic imaging. Aberrations in a physical model of
the coronagraphic system are fitted to two focal-plane images, one of which has a known
phase diversity (e.g., defocus). The method has been demonstrated in the lab (Paul et al.,
2013b) and on the SPHERE system using the internal calibration source (Paul et al.,
2014). Recent extensions enable COFFEE to measure phase in long-exposure images af-
fected by residual turbulence (Herscovici-Schiller et al., 2017), and measure both phase
and amplitude (Herscovici-Schiller et al., 2018).

An interferometric approach to FPWFS is the Asymmetric Pupil Fourier Wavefront
Sensor (APF-WFS; Martinache 2013). The APF-WFS assumes the small aberration
regime enabling a Fourier analysis of focal-plane images to determine pupil-plane phase
aberrations. The image is formed by an asymmetric pupil, which enables the full phase
determination. The theory behind this technique is more extensively discussed in sec-
tion 7.2. The wavefront sensor has been demonstrated on-sky in closed-loop operation
controlling the lowest-order Zernike modes (Martinache et al., 2016), also in the context
of controlling the “island effect” (N’Diaye et al., 2018).

Linear dark-field control (LDFC; Guyon et al. 2017) and more specifically the spatial
LDFC variant (Miller et al., 2017). The idea behind spatial LDFC is to measure and con-
trol small aberrations that pollute the dark hole (created by the vAPP or other techniques)
by measuring the response of the bright field (see Figure 2.1) relative to a reference state.
This response is approximately linear for small aberrations. In Miller et al. (2017) it was
shown to work for one-sided dark holes and modes that have a response in the bright field
and the dark hole, but in this case there is also a spatial null-space consisting of the modes
that do not have a response in the bright field but do pollute the dark hole. The authors
overcame this problem by using the vAPP (Miller et al., 2018), where the bright field of
one coronagraphic PSF covers the dark hole of the other. This has been shown to work
in the laboratory (Miller, 2018), but there is still a significant null space for most vAPP
designs; it is insensitive to the even pupil phase modes (see section 7.2).

COFFEE and the APF-WFS both suffer from low duty cycles as the science observations
have to be stopped for the phase diversity probes or moving the asymmetric mask in and
out the beam. LDFC, on the other hand, has a 100% duty cycle, but has currently only
been considered for vAPPs with a significant null space (the even pupil phase modes),
it only works in the small aberration regime, and does not perform an absolute phase
measurement. In section 7.2 we combine the APF-WFS and LDFC with vAPPs, elimi-
nating the null space and improving the duty cycle to 100%. In section 2.3 we present a
non-linear algorithm similar to COFFEE that can perform absolute phase retrieval. In sec-
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tion 7.3 we explore the theoretical FPWFS performance of the vAPP and the non-linear
algorithm with simulations for the vAPP installed at SCExAO. In section 6.3 we demon-
strate the method first with the internal source and subsequently on-sky. In section 7.5 we
discuss the results and present the conclusions.

2.2 Theory

2.2.1 Phase retrieval
Phase retrieval techniques in astronomy deal with sensing pupil-plane phase aberrations
by analyzing focal-plane images. These techniques require a unique response in the focal-
plane intensity for every phase mode and sign of its modal coefficient (the amount of
wavefront error in the specific phase mode). For symmetric pupils such a unique response
does not exist for the sign of the modal coefficients of even phase modes. For example, it is
easy to determine how an optic needs to be moved to correct for tip and/or tilt (odd Zernike
mode). But when the PSF is defocused (even Zernike mode), it is not immediately clear
in which direction the optic needs to be moved to bring the PSF back into focus. In this
section we demonstrate the origin of this well-known sign ambiguity (Gonsalves 1982;
Paxman et al. 1992).

The electric field in the pupil-plane consists of an amplitude component A(r) and a
phase component θ(r):

Epup(r) = A(r)eiθ(r) (2.1)
= A(r) cos[θ(r)] + iA sin[θ(r)]. (2.2)

Here the electric field Epup and its constituents, A and θ, are 2D entities where the position
vector r, defined from the center of the pupil, is omitted from here on. The focal-plane
electric field Efoc(x) is formed by propagating Epup using the Fraunhofer propagation
operator C{·} ∝ 1

iF {·} (Goodman, 2005). We use the Fraunhofer propagator, instead of
just the Fourier transform because it is the physically correct propagator:

Efoc(x) = C{Epup} (2.3)
= C{A cos(θ)} + C{iA sin(θ)} (2.4)
= a(x) + ib(x). (2.5)

Here a(x) and b(x) are the real and imaginary components of Efoc(x), respectively, and
generally contain a mixture of C{A cos(θ)} and C{iA sin(θ)}. The focal-plane coordinates
are denoted by x and are omitted from here on as well. The focal-plane intensity Ifoc or
PSF is subsequently given by

Ifoc = |Efoc|
2 (2.6)

= |a|2 + |b|2 (2.7)

Before we continue with an example of even phase aberrations, we recall the following:
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1. The decomposition of a function f (r) into even and odd functions:

f (r) = feven(r) + fodd(r), (2.8)

feven(r) =
f (r) + f (−r)

2
, (2.9)

fodd(r) =
f (r) − f (−r)

2
. (2.10)

An example of a symmetry decomposition of phase and amplitude in the context of
the APP coronagraph is shown in Figure 2.4.

2. The multiplication and composition properties of even and odd functions:

feven(r) · godd(r) = hodd(r), (2.11)
fodd(r) · godd(r) = heven(r), (2.12)

feven(r) · geven(r) = heven(r), (2.13)
feven[godd(r)] = heven(r), (2.14)
fodd[godd(r)] = hodd(r), (2.15)
fodd[geven(r)] = heven(r), (2.16)
feven[geven(r)] = heven(r). (2.17)

3. The symmetry properties of Fraunhofer propagation (see Table 2.1).

4. The Hermitian properties of the Fraunhofer propagation, which say that a con-
jugated pupil-plane electric field E′pup = E∗pup (i.e., a phase sign flip; ∗ denotes
the conjugation) will result in a flipped and conjugated focal-plane electric field
E′foc = C{E′pup}:

E′foc(r) = −Efoc(−r)∗. (2.18)

The reason that the symmetry decomposition, combined with the decomposition of Epup
in its real and imaginary components (Equation 2.2), is important, is that the Fraunhofer
propagation maps combinations of these decompositions into either real or imaginary
components of Efoc, as shown in Table 2.1. We show below that these properties of the
Fraunhofer propagation determine what kind of symmetry has to be introduced in the
pupil-plane to determine the sign of even phase aberrations.

Let us assume that A is even, which is true for most instrument pupils. If an even
phase aberration (e.g., astigmatism) is added, the terms A cos(θ) and iA sin(θ) will both be
even. We note that only the imaginary term contains sign information on the aberration.
In this example, when they are propagated to the focal plane, A cos(θ) will go to ib and
iA sin(θ) to a (respectively shown in the first and third row of Table 2.1). These terms
are still even and the sign information on the aberration is encoded in the real part of
the focal-plane electric field. The resulting PSF recorded by the detector is even. These
steps are shown in the top row of Figure 2.2 a. If the sign of the aberration flips (i.e., a
conjugation of the pupil-plane electric field), the PSF flips, but as the PSF is even, there
is no morphology change recorded and thus the sign information cannot be retrieved (see
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Figure 2.2 a, bottom row). We can only hope to determine the sign by measuring the real
electric field as that is where the sign information is encoded. For odd phase aberrations
the sign flip will result in a morphology change and can therefore be measured.

If the same exercise is performed with a pupil amplitude asymmetry, there will be a
morphology change. This is shown in the top and bottom rows of Figure 2.2 b. The reason
is that an even pupil amplitude, as shown in the top row of Figure 2.3 a, will only generate
an imaginary electric field and therefore will not interfere with sign information contain-
ing a real electric field caused by even aberrations. This is not the case for an asymmetric
pupil amplitude as it also generates a real electric field due to odd pupil amplitude (sec-
ond row of Table 2.1). This real electric field interferes with the aberration’s real electric
field and thus enables the sign determination. The electric field of an asymmetric pupil is
shown in the bottom row of Figure 2.3 a. More examples of pupil-plane phase retrieval
with focal-plane images can be found in subsection 2.7.1.

This is the working principle of the Asymmetric Pupil Fourier Wavefront Sensor
(Martinache, 2013). Interestingly, other focal-plane wavefront sensing methods such as
the differential Optical Transfer Function (Codona & Doble, 2012) and Self-Coherent
Camera (Baudoz et al. 2005) also rely on pupil asymmetries, even though they use other
reconstruction algorithms. Classical phase diversity techniques (Gonsalves 1982; Paxman
et al. 1992) come to a similar result by introducing a known even phase aberration (e.g.,
defocus; odd phase modes can never be used; see top row of Figure 2.3 b). This is the only
other way of probing the real part of the focal-plane electric field (Table 2.1). Therefore,
all these methods can now be understood as one family that probes the real focal-plane
electric field by manipulating either pupil-plane phase or the pupil-plane amplitude. In
the context of FPWFS with the vAPP, it is undesirable to use an even pupil-plane phase
to break the sign ambiguity because it fills up the dark-hole of the coronagraph and there-
fore prevents simultaneous science observations and wavefront measurements. On the
other hand, vAPPs can be designed for pupils with an amplitude asymmetry, this will be
shown in the next subsection, and therefore can combine science observations and wave-
front sensing. This result also applies to other FPWFS techniques; for example, it affects
spatial LDFC (see subsection 2.7.2).

2.2.2 vAPP design for phase retrieval

Our framework of describing how pupil-plane phase and amplitude symmetries map to
the focal-plane electric field also helps us understand some of the aspects of APP design
and the requirements for turning an APP into an FPWFS. The optimization method that
guarantees optimal APP designs, which are phase-only solutions, is detailed in Por (2017)
and is not discussed here. The APPs considered in this section are all designed to have
a one-sided D-shaped dark hole from 1.8 λ/D to 10 λ/D with a raw contrast of < 10−5.
The dark hole is defined as the area in the focal plane where the raw contrast meets the
requirement.

Let us suppose that we want to design an APP with a one-sided dark hole (= PSF with
odd symmetry) for a symmetric aperture (Aeven). Such an aperture will yield a completely
imaginary focal-plane electric field with even symmetry (top row of Figure 2.3). As the
APP manipulates phase, this imaginary electric field needs to be cancelled on one side us-
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<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit>

b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a| 2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b| 2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I
<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

A
=

A
e
v
e
n

<latexit sha1_base64="DTkE+GYQftpJOpeHJr4Ituw6xjc=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAbBU9hVQS9CohePEcwDkhBmJ51kyOzsMtMbDMv6K148KOLVD/Hm3zh5HDRa0FBUddPd5UdSGHTdLyezsrq2vpHdzG1t7+zu5fcP6iaMNYcaD2Womz4zIIWCGgqU0Iw0sMCX0PBHN1O/MQZtRKjucRJBJ2ADJfqCM7RSN1+o0Cta6SZthAdMYAwqTbv5oltyZ6B/ibcgRbJAtZv/bPdCHgegkEtmTMtzI+wkTKPgEtJcOzYQMT5iA2hZqlgAppPMjk/psVV6tB9qWwrpTP05kbDAmEng286A4dAse1PxP68VY/+ykwgVxQiKzxf1Y0kxpNMkaE9o4CgnljCuhb2V8iHTjKPNK2dD8JZf/kvqpyXvrOTdnRfL14s4suSQHJET4pELUia3pEpqhJMJeSIv5NV5dJ6dN+d93ppxFjMF8gvOxzdCPZSJ</latexit>

A
=

A
e
v
e
n

+
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d

<latexit sha1_base64="IzfjfWvfjL2WRFda5dSraHhsYMA=">AAACDXicbVBNS8NAEN3U7/pV9ehlsQqCUBIV9CJYvXisYKvQlrLZTHXpZhN2J8US8ge8+Fe8eFDEq3dv/hu3bcDPBwOP92aYmefHUhh03Q+nMDE5NT0zO1ecX1hcWi6trDZMlGgOdR7JSF/5zIAUCuooUMJVrIGFvoRLv3c69C/7oI2I1AUOYmiH7FqJruAMrdQpbVbpEa120hbCLabQB5VldOdLiYIgyzqlsltxR6B/iZeTMslR65TeW0HEkxAUcsmMaXpujO2UaRRcQlZsJQZixnvsGpqWKhaCaaejbzK6ZZWAdiNtSyEdqd8nUhYaMwh92xkyvDG/vaH4n9dMsHvYToWKEwTFx4u6iaQY0WE0NBAaOMqBJYxrYW+l/IZpxtEGWLQheL9f/ksauxVvr+Kd75ePT/I4Zsk62SDbxCMH5JickRqpE07uyAN5Is/OvfPovDiv49aCk8+skR9w3j4B9Qibhg==</latexit>

✓<latexit sha1_base64="fas0JQgOa/9LqJjz918oX7lErrw=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0V9Bj04jGCeUCyhNnJbDJmdmaZ6RVCyD948aCIV//Hm3/jJNmDJhY0FFXddHdFqRQWff/bW1ldW9/YLGwVt3d29/ZLB4cNqzPDeJ1pqU0ropZLoXgdBUreSg2nSSR5MxreTv3mEzdWaPWAo5SHCe0rEQtG0UmNDg440m6p7Ff8GcgyCXJShhy1bumr09MsS7hCJqm17cBPMRxTg4JJPil2MstTyoa0z9uOKppwG45n107IqVN6JNbGlUIyU39PjGli7SiJXGdCcWAXvan4n9fOML4Ox0KlGXLF5oviTBLUZPo66QnDGcqRI5QZ4W4lbEANZegCKroQgsWXl0njvBJcVIL7y3L1Jo+jAMdwAmcQwBVU4Q5qUAcGj/AMr/Dmae/Fe/c+5q0rXj5zBH/gff4ApPOPKw==</latexit>

Focal-plane
Pupil-plane

E
p
u
p

=
A

e
i✓

<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>
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+
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<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a| 2
+

|b| 2
=

I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

E
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=
A
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+
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(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

A)

A
cos(✓)

<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A
sin

(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a
<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit>

b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a| 2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b| 2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I
<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>
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n

<latexit sha1_base64="DTkE+GYQftpJOpeHJr4Ituw6xjc=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAbBU9hVQS9CohePEcwDkhBmJ51kyOzsMtMbDMv6K148KOLVD/Hm3zh5HDRa0FBUddPd5UdSGHTdLyezsrq2vpHdzG1t7+zu5fcP6iaMNYcaD2Womz4zIIWCGgqU0Iw0sMCX0PBHN1O/MQZtRKjucRJBJ2ADJfqCM7RSN1+o0Cta6SZthAdMYAwqTbv5oltyZ6B/ibcgRbJAtZv/bPdCHgegkEtmTMtzI+wkTKPgEtJcOzYQMT5iA2hZqlgAppPMjk/psVV6tB9qWwrpTP05kbDAmEng286A4dAse1PxP68VY/+ykwgVxQiKzxf1Y0kxpNMkaE9o4CgnljCuhb2V8iHTjKPNK2dD8JZf/kvqpyXvrOTdnRfL14s4suSQHJET4pELUia3pEpqhJMJeSIv5NV5dJ6dN+d93ppxFjMF8gvOxzdCPZSJ</latexit>
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<latexit sha1_base64="IzfjfWvfjL2WRFda5dSraHhsYMA=">AAACDXicbVBNS8NAEN3U7/pV9ehlsQqCUBIV9CJYvXisYKvQlrLZTHXpZhN2J8US8ge8+Fe8eFDEq3dv/hu3bcDPBwOP92aYmefHUhh03Q+nMDE5NT0zO1ecX1hcWi6trDZMlGgOdR7JSF/5zIAUCuooUMJVrIGFvoRLv3c69C/7oI2I1AUOYmiH7FqJruAMrdQpbVbpEa120hbCLabQB5VldOdLiYIgyzqlsltxR6B/iZeTMslR65TeW0HEkxAUcsmMaXpujO2UaRRcQlZsJQZixnvsGpqWKhaCaaejbzK6ZZWAdiNtSyEdqd8nUhYaMwh92xkyvDG/vaH4n9dMsHvYToWKEwTFx4u6iaQY0WE0NBAaOMqBJYxrYW+l/IZpxtEGWLQheL9f/ksauxVvr+Kd75ePT/I4Zsk62SDbxCMH5JickRqpE07uyAN5Is/OvfPovDiv49aCk8+skR9w3j4B9Qibhg==</latexit>
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<latexit sha1_base64="859Q+nNM2ifomxFrMkpEr4UTb0U=">AAACBXicbZC7SgNBFIZn4y3GW9RSi8EgWIVdFbQRojaWK5gLZEOYnZwkQ2YvzJwVw7KNja9iY6GIre9g59s4uRSa+MPAx3/O4cz5/VgKjbb9beUWFpeWV/KrhbX1jc2t4vZOTUeJ4lDlkYxUw2capAihigIlNGIFLPAl1P3B9ahevwelRRTe4TCGVsB6oegKztBY7eK+h31ARi/oBNqph/CA6aXrZlm7WLLL9lh0HpwplMhUbrv45XUingQQIpdM66Zjx9hKmULBJWQFL9EQMz5gPWgaDFkAupWOr8jooXE6tBsp80KkY/f3RMoCrYeBbzoDhn09WxuZ/9WaCXbPW6kI4wQh5JNF3URSjOgoEtoRCjjKoQHGlTB/pbzPFONogiuYEJzZk+ehdlx2TsrO7WmpcjWNI0/2yAE5Ig45IxVyQ1xSJZw8kmfySt6sJ+vFerc+Jq05azqzS/7I+vwBU/GYeA==</latexit> ✓
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<latexit sha1_base64="859Q+nNM2ifomxFrMkpEr4UTb0U=">AAACBXicbZC7SgNBFIZn4y3GW9RSi8EgWIVdFbQRojaWK5gLZEOYnZwkQ2YvzJwVw7KNja9iY6GIre9g59s4uRSa+MPAx3/O4cz5/VgKjbb9beUWFpeWV/KrhbX1jc2t4vZOTUeJ4lDlkYxUw2capAihigIlNGIFLPAl1P3B9ahevwelRRTe4TCGVsB6oegKztBY7eK+h31ARi/oBNqph/CA6aXrZlm7WLLL9lh0HpwplMhUbrv45XUingQQIpdM66Zjx9hKmULBJWQFL9EQMz5gPWgaDFkAupWOr8jooXE6tBsp80KkY/f3RMoCrYeBbzoDhn09WxuZ/9WaCXbPW6kI4wQh5JNF3URSjOgoEtoRCjjKoQHGlTB/pbzPFONogiuYEJzZk+ehdlx2TsrO7WmpcjWNI0/2yAE5Ig45IxVyQ1xSJZw8kmfySt6sJ+vFerc+Jq05azqzS/7I+vwBU/GYeA==</latexit>
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<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>
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<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>
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<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>
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<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>
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=<latexit sha1_base64="91+a2Iyk5F7sHl08DCsT3TjqFyw=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0ItQ8OKxFvsBbSib7aZdutmE3YlQQv+BFw+KePUfefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8d3Mbz9xbUSsHnGScD+iQyVCwShaqXFL+uWKW3XnIKvEy0kFctT75a/eIGZpxBUySY3pem6CfkY1Cib5tNRLDU8oG9Mh71qqaMSNn80vnZIzqwxIGGtbCslc/T2R0ciYSRTYzojiyCx7M/E/r5tieONnQiUpcsUWi8JUEozJ7G0yEJozlBNLKNPC3krYiGrK0IZTsiF4yy+vktZF1buseg9XlVojj6MIJ3AK5+DBNdTgHurQBAYhPMMrvDlj58V5dz4WrQUnnzmGP3A+fwDoOoz+</latexit> +
<latexit sha1_base64="e3JyNfwIysUhA/zyR1RjpG9aGqI=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSIIQklU0GPBi8dW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+Oyura+sbm4Wt4vbO7t5+6eCwqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7dRvPaHSPJYPZpygH9GB5CFn1Fipft4rld2KOwNZJl5OypCj1it9dfsxSyOUhgmqdcdzE+NnVBnOBE6K3VRjQtmIDrBjqaQRaj+bHTohp1bpkzBWtqQhM/X3REYjrcdRYDsjaoZ60ZuK/3md1IQ3fsZlkhqUbL4oTAUxMZl+TfpcITNibAllittbCRtSRZmx2RRtCN7iy8ukeVHxLite/apcvc/jKMAxnMAZeHANVbiDGjSAAcIzvMKb8+i8OO/Ox7x1xclnjuAPnM8fd1GMwg==</latexit>

=<latexit sha1_base64="91+a2Iyk5F7sHl08DCsT3TjqFyw=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0ItQ8OKxFvsBbSib7aZdutmE3YlQQv+BFw+KePUfefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8d3Mbz9xbUSsHnGScD+iQyVCwShaqXFL+uWKW3XnIKvEy0kFctT75a/eIGZpxBUySY3pem6CfkY1Cib5tNRLDU8oG9Mh71qqaMSNn80vnZIzqwxIGGtbCslc/T2R0ciYSRTYzojiyCx7M/E/r5tieONnQiUpcsUWi8JUEozJ7G0yEJozlBNLKNPC3krYiGrK0IZTsiF4yy+vktZF1buseg9XlVojj6MIJ3AK5+DBNdTgHurQBAYhPMMrvDlj58V5dz4WrQUnnzmGP3A+fwDoOoz+</latexit> +
<latexit sha1_base64="e3JyNfwIysUhA/zyR1RjpG9aGqI=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSIIQklU0GPBi8dW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+Oyura+sbm4Wt4vbO7t5+6eCwqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7dRvPaHSPJYPZpygH9GB5CFn1Fipft4rld2KOwNZJl5OypCj1it9dfsxSyOUhgmqdcdzE+NnVBnOBE6K3VRjQtmIDrBjqaQRaj+bHTohp1bpkzBWtqQhM/X3REYjrcdRYDsjaoZ60ZuK/3md1IQ3fsZlkhqUbL4oTAUxMZl+TfpcITNibAllittbCRtSRZmx2RRtCN7iy8ukeVHxLite/apcvc/jKMAxnMAZeHANVbiDGjSAAcIzvMKb8+i8OO/Ox7x1xclnjuAPnM8fd1GMwg==</latexit>

=<latexit sha1_base64="91+a2Iyk5F7sHl08DCsT3TjqFyw=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0ItQ8OKxFvsBbSib7aZdutmE3YlQQv+BFw+KePUfefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8d3Mbz9xbUSsHnGScD+iQyVCwShaqXFL+uWKW3XnIKvEy0kFctT75a/eIGZpxBUySY3pem6CfkY1Cib5tNRLDU8oG9Mh71qqaMSNn80vnZIzqwxIGGtbCslc/T2R0ciYSRTYzojiyCx7M/E/r5tieONnQiUpcsUWi8JUEozJ7G0yEJozlBNLKNPC3krYiGrK0IZTsiF4yy+vktZF1buseg9XlVojj6MIJ3AK5+DBNdTgHurQBAYhPMMrvDlj58V5dz4WrQUnnzmGP3A+fwDoOoz+</latexit> +
<latexit sha1_base64="e3JyNfwIysUhA/zyR1RjpG9aGqI=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSIIQklU0GPBi8dW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+Oyura+sbm4Wt4vbO7t5+6eCwqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7dRvPaHSPJYPZpygH9GB5CFn1Fipft4rld2KOwNZJl5OypCj1it9dfsxSyOUhgmqdcdzE+NnVBnOBE6K3VRjQtmIDrBjqaQRaj+bHTohp1bpkzBWtqQhM/X3REYjrcdRYDsjaoZ60ZuK/3md1IQ3fsZlkhqUbL4oTAUxMZl+TfpcITNibAllittbCRtSRZmx2RRtCN7iy8ukeVHxLite/apcvc/jKMAxnMAZeHANVbiDGjSAAcIzvMKb8+i8OO/Ox7x1xclnjuAPnM8fd1GMwg==</latexit>

=<latexit sha1_base64="91+a2Iyk5F7sHl08DCsT3TjqFyw=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0ItQ8OKxFvsBbSib7aZdutmE3YlQQv+BFw+KePUfefPfuG1z0NYHA4/3ZpiZFyRSGHTdb6ewtr6xuVXcLu3s7u0flA+PWiZONeNNFstYdwJquBSKN1Gg5J1EcxoFkreD8d3Mbz9xbUSsHnGScD+iQyVCwShaqXFL+uWKW3XnIKvEy0kFctT75a/eIGZpxBUySY3pem6CfkY1Cib5tNRLDU8oG9Mh71qqaMSNn80vnZIzqwxIGGtbCslc/T2R0ciYSRTYzojiyCx7M/E/r5tieONnQiUpcsUWi8JUEozJ7G0yEJozlBNLKNPC3krYiGrK0IZTsiF4yy+vktZF1buseg9XlVojj6MIJ3AK5+DBNdTgHurQBAYhPMMrvDlj58V5dz4WrQUnnzmGP3A+fwDoOoz+</latexit> +
<latexit sha1_base64="e3JyNfwIysUhA/zyR1RjpG9aGqI=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSIIQklU0GPBi8dW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+Oyura+sbm4Wt4vbO7t5+6eCwqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7dRvPaHSPJYPZpygH9GB5CFn1Fipft4rld2KOwNZJl5OypCj1it9dfsxSyOUhgmqdcdzE+NnVBnOBE6K3VRjQtmIDrBjqaQRaj+bHTohp1bpkzBWtqQhM/X3REYjrcdRYDsjaoZ60ZuK/3md1IQ3fsZlkhqUbL4oTAUxMZl+TfpcITNibAllittbCRtSRZmx2RRtCN7iy8ukeVHxLite/apcvc/jKMAxnMAZeHANVbiDGjSAAcIzvMKb8+i8OO/Ox7x1xclnjuAPnM8fd1GMwg==</latexit>

A
<latexit sha1_base64="mQ5QGh0KvyWy7gcTZADolXDuXDc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeKF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5k2/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+Sdq3qXVRrzctKvZHHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8fmGGM1w==</latexit>

Aeven
<latexit sha1_base64="jI019DZdlbTEGuHQ2b4l9uFjV78=">AAAB+HicbVDLTgJBEJz1ifhg1aOXicTEE9lFEz1ivHjERB4JEDI7NDBhdnYz00vEDV/ixYPGePVTvPk3DrAHBSvppFLVne6uIJbCoOd9O2vrG5tb27md/O7e/kHBPTyqmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjdzvzGGLQRkXrASQydkA2U6AvO0Epdt3DTTdsIj5jCGNR02nWLXsmbg64SPyNFkqHadb/avYgnISjkkhnT8r0YOynTKLiEab6dGIgZH7EBtCxVLATTSeeHT+mZVXq0H2lbCulc/T2RstCYSRjYzpDh0Cx7M/E/r5Vg/7qTChUnCIovFvUTSTGisxRoT2jgKCeWMK6FvZXyIdOMo80qb0Pwl19eJfVyyb8ole8vi5VqFkeOnJBTck58ckUq5I5USY1wkpBn8krenCfnxXl3Phata042c0z+wPn8AYXFk7I=</latexit>

Aodd
<latexit sha1_base64="HoH3KWikcMgCPW3PLDfztDocQdM=">AAAB9XicbVBNSwMxEM3Wr1q/qh69BIvgqexWQY8VLx4r2A9o15LNpm1oNlmSWbUs+z+8eFDEq//Fm//GtN2Dtj4YeLw3w8y8IBbcgOt+O4WV1bX1jeJmaWt7Z3evvH/QMirRlDWpEkp3AmKY4JI1gYNgnVgzEgWCtYPx9dRvPzBtuJJ3MImZH5Gh5ANOCVjp/qqf9oA9QarCMMv65YpbdWfAy8TLSQXlaPTLX71Q0SRiEqggxnQ9NwY/JRo4FSwr9RLDYkLHZMi6lkoSMeOns6szfGKVEA+UtiUBz9TfEymJjJlEge2MCIzMojcV//O6CQwu/ZTLOAEm6XzRIBEYFJ5GgEOuGQUxsYRQze2tmI6IJhRsUCUbgrf48jJp1areWbV2e16pN/I4iugIHaNT5KELVEc3qIGaiCKNntErenMenRfn3fmYtxacfOYQ/YHz+QMuxJMA</latexit>

Aeven
<latexit sha1_base64="jI019DZdlbTEGuHQ2b4l9uFjV78=">AAAB+HicbVDLTgJBEJz1ifhg1aOXicTEE9lFEz1ivHjERB4JEDI7NDBhdnYz00vEDV/ixYPGePVTvPk3DrAHBSvppFLVne6uIJbCoOd9O2vrG5tb27md/O7e/kHBPTyqmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjdzvzGGLQRkXrASQydkA2U6AvO0Epdt3DTTdsIj5jCGNR02nWLXsmbg64SPyNFkqHadb/avYgnISjkkhnT8r0YOynTKLiEab6dGIgZH7EBtCxVLATTSeeHT+mZVXq0H2lbCulc/T2RstCYSRjYzpDh0Cx7M/E/r5Vg/7qTChUnCIovFvUTSTGisxRoT2jgKCeWMK6FvZXyIdOMo80qb0Pwl19eJfVyyb8ole8vi5VqFkeOnJBTck58ckUq5I5USY1wkpBn8krenCfnxXl3Phata042c0z+wPn8AYXFk7I=</latexit>

Aodd
<latexit sha1_base64="HoH3KWikcMgCPW3PLDfztDocQdM=">AAAB9XicbVBNSwMxEM3Wr1q/qh69BIvgqexWQY8VLx4r2A9o15LNpm1oNlmSWbUs+z+8eFDEq//Fm//GtN2Dtj4YeLw3w8y8IBbcgOt+O4WV1bX1jeJmaWt7Z3evvH/QMirRlDWpEkp3AmKY4JI1gYNgnVgzEgWCtYPx9dRvPzBtuJJ3MImZH5Gh5ANOCVjp/qqf9oA9QarCMMv65YpbdWfAy8TLSQXlaPTLX71Q0SRiEqggxnQ9NwY/JRo4FSwr9RLDYkLHZMi6lkoSMeOns6szfGKVEA+UtiUBz9TfEymJjJlEge2MCIzMojcV//O6CQwu/ZTLOAEm6XzRIBEYFJ5GgEOuGQUxsYRQze2tmI6IJhRsUCUbgrf48jJp1areWbV2e16pN/I4iugIHaNT5KELVEc3qIGaiCKNntErenMenRfn3fmYtxacfOYQ/YHz+QMuxJMA</latexit>

✓APP<latexit sha1_base64="d8PNJHNogkoAOvU9gorJmWNk7k0=">AAAB/HicbVBNS8NAEN3Ur1q/oj16CRbBU0mqoMeKF48R7Ae0pWy2k3bpZhN2J2IJ8a948aCIV3+IN/+N24+Dtj4YeLw3w8y8IBFco+t+W4W19Y3NreJ2aWd3b//APjxq6jhVDBosFrFqB1SD4BIayFFAO1FAo0BAKxjfTP3WAyjNY3mPkwR6ER1KHnJG0Uh9u9zFESDtZ12ER8yufT/P+3bFrbozOKvEW5AKWcDv21/dQczSCCQyQbXueG6CvYwq5ExAXuqmGhLKxnQIHUMljUD3stnxuXNqlIETxsqURGem/p7IaKT1JApMZ0RxpJe9qfif10kxvOplXCYpgmTzRWEqHIydaRLOgCtgKCaGUKa4udVhI6ooQ5NXyYTgLb+8Spq1qnderd1dVOr+Io4iOSYn5Ix45JLUyS3xSYMwMiHP5JW8WU/Wi/VufcxbC9Zipkz+wPr8AVGalT4=</latexit>
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Figure 2.4: Decomposition of the pupil-plane phase and amplitude into their even and
odd constituents for the two APP designs in Figure 2.3 b. (a) An APP designed for a
symmetric aperture. (b) An APP designed for an asymmetric aperture.
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ing pupil-plane phase. The last row of Table 2.1 indicates that the only way of removing
an odd part of the imaginary focal-plane electric field (ib) for an even aperture (Aeven) is
by introducing a purely odd pupil-plane phase. This indeed results from the optimization
method (top row of Figure 2.3 b, and Figure 2.4 a).

An asymmetric aperture (bottom row of Figure 2.3 a) yields a focal-plane electric
field with real and imaginary components. The asymmetric aperture consists of a cen-
tral obscuration that is 10% of the aperture diameter and a bar with the same width that
connects the central obscuration with the edge of the aperture. Cancelling the focal-plane
electric field on one side to create the dark hole requires an odd pupil phase to cancel
the imaginary focal-plane electric field (last row of Table 2.1), and an even pupil-plane
phase for the real part (third row of Table 2.1). Again, this is the solution the optimization
method comes up with (see bottom rows of Figure 2.3 b and Figure 2.4 b). Crucially for
FPWFS with the APP, the real focal-plane electric field originating from the odd pupil
amplitude component cannot be completely removed by the even pupil-plane phase, but
is enhanced on the bright side of the APP coronagraphic PSF, as shown in the bottom row
of Figure 2.3 b.

To summarize, FPWFS capabilities of the vAPP are fundamentally enabled by the
pupil amplitude asymmetry. This asymmetry introduces a real focal-plane electric field
that interferes with the even pupil-plane phase aberrations and enables their sign deter-
mination. The vAPP allows for simultaneous science observations by removing the real
electric field from the dark hole and moving it to the bright field (see subsection 2.7.1 for
figures that demonstrate this).

2.3 Aberration estimation algorithm

2.3.1 Maximum a posteriori estimation

We developed an algorithm that gives a maximum a posteriori estimation of the phase
aberrations by maximizing the posterior likelihood p(α,Np,Nb, v, L|D). It takes into ac-
count a physical, non-linear model of the vAPP (shown in the next subsection), noise
statistics, and prior knowledge of the estimated parameters. Given an image D the algo-
rithm estimates α, a vector containing the amplitudes of the phase aberration modes of
interest. There is the option to additionally estimate the following parameters: the number
of source photons in the image Np, the background level Nb, the fractional degree of circu-
lar polarization v, and the fractional strength of the leakage PSF integrated over the spec-
tral band L. These parameters are summarized in Table 2.2. The estimation of the phase
aberrations is more conveniently performed by minimizing L(α,Np,Nb, v, L|D), which is
the negative logarithm of the likelihood function (L(α,Np,Nb, v, L|D) = − ln[p(α,Np,Nb,
v, L|D)]:

α̂, N̂p, N̂b, v̂, L̂ = arg min
α,Np,Nb,v,L

L(α,Np,Nb, v, L|D). (2.19)
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Parameters of L that have been estimated are denoted with a hat. The objective function
L is given by

L(α,Np,Nb, v, L|D) =
∑

x

1
2σ2

n
(D − M(α,Np,Nb, v, L))2 + R(α), (2.20)

with D(x) the 2D image containing the data and M(α,Np,Nb,V, L) the 2D model of the
vAPP PSF, which is discussed in the next subsection. The algorithm fits the model to
the entire image and thus does not exclude any regions in D(x). The sum over x is over
all spatial pixels. The algorithm is be applied to long-exposure images that have high
photon numbers, which can be approximated to contribute spatially changing Gaussian
noise (σ2

p), and detector noise (σ2
d), assumed to be white Gaussian noise. Therefore, the

total noise is Gaussian and the variance is the sum of variances of the two independent
processes (σ2

n = σ2
p +σ2

d). Prior information on the phase aberrations is taken into account
explicitly by adding a term R(α) to the objective function, which is given by

R(α) =
1
2

N∑
k=1

α2
k

kγ
, (2.21)

with αk the modal coefficients and γ the assumed power spectrum. This term penalizes
high spatial frequency modes according to assumptions on or measurements of the spatial
power spectrum. Implicitly, we also regularize by using a truncated mode basis.

We minimizeL using the bounded limited-memory Broyden-Fletcher-Goldfarb-Shan-
no algorithm (L-BFGS-B; Byrd et al. 1995), which is a quasi-Newton optimization al-
gorithm that assumes a differentiable scalar objective function. The algorithm accepts
analytically calculated gradients to increase the speed and accuracy. The analytical ex-
pressions of the gradients of Equation 2.20 are given in subsection 2.7.3. The algorithm
also requires a start position for the estimated parameters. Generally, Np,Nb, v, and L
can be easily estimated from the data, as is shown in section 6.3. From experience, set-
ting α = 0 (i.e., no aberration) works best when there is no initial guess available for the
aberrated wavefront.

2.3.2 Coronagraph model
The vAPP is a half-wave retarder with a spatially varying fast-axis; these spatial variations
induce geometric phase on the circular polarization states. Opposite circular polarizations
receive the opposite phase, creating two similar but mirror-imaged coronagraphic PSFs
(see Figure 2.1). Additionally, as the optic is not perfectly half-wave, part of the light
does not receive the desired phase and creates an extra non-coronagraphic PSF; we refer
to this PSF as the leakage. The relative intensity of the coronagraphic PSFs depends on
the fractional degree of circular polarization v (normalized to the total intensity) and the
amount of leakage. In the model we assume a single point source and therefore the image
plane is given by

M(α,Np,Nb, v, L) = Np

 3∑
j=1

a j(v, L)Ifoc, j(α)

 + Nb, (2.22)
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Table 2.2: Parameters presented in section 2.3.

Variable Description
α Vector containing the modal coefficients αi.
α̂ Estimation of α by algorithm.
γ Assumed power spectrum in the regularization term.
θ j Pupil-plane phase of PSF j (aberration + vAPP).
θAPP Pupil-plane phase of the vAPP.
σ2

d Variance of detector noise.
σ2

n Total noise variance (σ2
n = σ2

p + σ2
d).

σ2
p Variance of photon noise.

φi Pupil-plane phase of aberration mode i.
a j Relative intensity PSF j, see Equations (2.23) to (2.25).
A Pupil-plane amplitude.
C{ ·} Fraunhofer propagator (Goodman, 2005).
Epup Pupil-plane electric field.
D Image used for wavefront sensing.
Ifoc, j PSF j, see Equation 7.11.
L Fractional strength of leakage PSF.
L̂ Estimation of L by algorithm.
L Objective function, see Equation 2.20.
M PSF model of vAPP, see Equation 2.22.
Np Total number of photons in image.
N̂p Estimation of Np by algorithm.
Nb Background level in image.
N̂b Estimation of Nb by algorithm.
R Regularization term, see Equation 2.21.
v Fractional degree of circular polarization.
v̂ Estimation of v by algorithm.
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with Np the total number of photons in the image, Nb the background level (sky back-
ground, dark current, or bias), Ifoc, j the image from either left- ( j=1) or right-handed
( j =2) circular polarization or from leakage ( j=3). The a j(v, L) terms describe the rela-
tive intensities of these PSFs and are given by

a1(v, L) =
1 + v

2
(1 − L), (2.23)

a2(v, L) =
1 − v

2
(1 − L), (2.24)

a3(v, L) = L. (2.25)

The PSFs are normalized such that the sum over all pixels in the image is one:
∑

r Ifoc, j =

1. We note that we can incoherently add the leakage term and the coronagraphic PSFs
because orthogonal polarization states emitted by blackbody sources are incoherent, even
when they are transformed to the same polarization state (Fresnel-Arago laws; Kanseri
et al. 2008; Mujat et al. 2004). The Ifoc, j is given by

Ifoc, j(α) = |C{Epup(α)}|2 (2.26)

= |C{Aei(θ j+
∑

i αiφi)}|2, (2.27)

with A the amplitude of the aperture, θ j = ±θapp for j = 1, 2 and θ j = 0 for j = 3.
The phase aberration is expanded in the mode basis {φi}, with αi being the estimated
coefficients. This last equation shows the non-linearity of the model: 1) we estimate
phase, which is contained in the complex exponent, and 2) the estimation is performed on
intensity images, which are the square of the electric field.

2.4 Simulations
In this section we explore the performance of the algorithm in idealized circumstances by
numerical simulations. Performance will be reported in absolute units (nm) in the context
of the SCExAO vAPP and in relative units (fractional λ) to allow comparison with other
methods.

The design of the SCExAO vAPP is detailed in Doelman et al. (2017); here we only
discuss the most relevant details. The D-shaped dark holes have a raw contrast of 10−5

with respect to the peak flux of the coronagraphic PSF and extend from 2 to 11 λ/D. In
addition to the two coronagraphic PSFs and the central leakage PSF, two more phase di-
versity PSFs were added. These PSFs have opposite defocus aberration and can be used
for classical phase diversity, but are not considered in this work. The top row of Figure 2.5
shows the pupil-plane amplitude for which the vAPP was designed, the subsequent phase
design, and the focal-plane intensity. As detailed in the bottom row of the figure, there
is a clear amplitude asymmetry due to the blocking of dead deformable mirror (DM) ac-
tuators. This odd amplitude component Aodd, combined with the even phase θeven that
cancels the effect of the asymmetry in the dark holes, results in the real focal-plane elec-
tric field that is used to probe even pupil-plane phase aberrations. Approximately 3.5 %
of the focal-plane power is in the real electric field, and is therefore available to sense



2

48 Simulations

P
upil-plane A

m
plitude

P
upil-plane P

hase
Focal-plane Intensity

A
e
v
e
n

<latexit sha1_base64="HWo4HKQVVi+1AcuaPkD4sknbjIM=">AAAB+HicbVBNS8NAEN34WetHox69BIvgqSQq6LHixWMV+wFtKJvttF262YTdSbGG/BIvHhTx6k/x5r9x2+agrQ8GHu/NMDMviAXX6Lrf1srq2vrGZmGruL2zu1ey9w8aOkoUgzqLRKRaAdUguIQ6chTQihXQMBDQDEY3U785BqV5JB9wEoMf0oHkfc4oGqlrl667aQfhEVMYg8yyrl12K+4MzjLxclImOWpd+6vTi1gSgkQmqNZtz43RT6lCzgRkxU6iIaZsRAfQNlTSELSfzg7PnBOj9Jx+pExJdGbq74mUhlpPwsB0hhSHetGbiv957QT7V37KZZwgSDZf1E+Eg5EzTcHpcQUMxcQQyhQ3tzpsSBVlaLIqmhC8xZeXSeOs4p1X3LuLcvU+j6NAjsgxOSUeuSRVcktqpE4YScgzeSVv1pP1Yr1bH/PWFSufOSR/YH3+AIW7k7I=</latexit>

A
o
d
d

<latexit sha1_base64="bU8wjBLI58ee0wqdtrFsgZpoLmY=">AAAB9XicbVDLTsMwEHTKq5RXgSMXiwqJU5UAEhyLuHAsiD6kNlSO47RWHTuyN0AV5T+4cAAhrvwLN/4G93GAlpFWGs3sancnSAQ34LrfTmFpeWV1rbhe2tjc2t4p7+41jUo1ZQ2qhNLtgBgmuGQN4CBYO9GMxIFgrWB4NfZbD0wbruQdjBLmx6QvecQpASvdX/ayLrAnyFQY5nmvXHGr7gR4kXgzUkEz1Hvlr26oaBozCVQQYzqem4CfEQ2cCpaXuqlhCaFD0mcdSyWJmfGzydU5PrJKiCOlbUnAE/X3REZiY0ZxYDtjAgMz743F/7xOCtGFn3GZpMAknS6KUoFB4XEEOOSaURAjSwjV3N6K6YBoQsEGVbIhePMvL5LmSdU7rbo3Z5Xa7SyOIjpAh+gYeegc1dA1qqMGokijZ/SK3pxH58V5dz6mrQVnNrOP/sD5/AEuupMA</latexit>

I
re

a
l

<latexit sha1_base64="D510xQybVMNtA7I1Uu5E2akIKhQ=">AAAB+HicbVDLSsNAFJ3UV62PRl26GSyCq5KooMuCG91VsQ9oQ5hMJ+3QySTM3Ig15EvcuFDErZ/izr9x2mahrQcGDufcw71zgkRwDY7zbZVWVtfWN8qbla3tnd2qvbff1nGqKGvRWMSqGxDNBJesBRwE6yaKkSgQrBOMr6Z+54EpzWN5D5OEeREZSh5ySsBIvl298bM+sEfITErkuW/XnLozA14mbkFqqEDTt7/6g5imEZNABdG65zoJeBlRwKlgeaWfapYQOiZD1jNUkohpL5sdnuNjowxwGCvzJOCZ+juRkUjrSRSYyYjASC96U/E/r5dCeOllXCYpMEnni8JUYIjxtAU84IpREBNDCFXc3IrpiChCwXRVMSW4i19eJu3TuntWd27Pa427oo4yOkRH6AS56AI10DVqohaiKEXP6BW9WU/Wi/VufcxHS1aROUB/YH3+AIMQk7A=</latexit>

I
im

a
g

<latexit sha1_base64="85a8Tz4Hsk8Zu63M87+BQUNwRGc=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoZbEInkqigh4LXvRWxX5AG8Jmu2mXbjZhdyLWkF/ixYMiXv0p3vw3btsctPXBwOO9GWbmBYngGhzn2yqtrK6tb5Q3K1vbO7tVe2+/reNUUdaisYhVNyCaCS5ZCzgI1k0UI1EgWCcYX039zgNTmsfyHiYJ8yIylDzklICRfLt642d9YI+QcePkuW/XnLozA14mbkFqqEDTt7/6g5imEZNABdG65zoJeBlRwKlgeaWfapYQOiZD1jNUkohpL5sdnuNjowxwGCtTEvBM/T2RkUjrSRSYzojASC96U/E/r5dCeOllXCYpMEnni8JUYIjxNAU84IpREBNDCFXc3IrpiChCwWRVMSG4iy8vk/Zp3T2rO7fntcZdEUcZHaIjdIJcdIEa6Bo1UQtRlKJn9IrerCfrxXq3PuatJauYOUB/YH3+AHnhk6o=</latexit>

|C{·}| 2
<latexit sha1_base64="4HsW4SF6JwG2azAXHeH2B5nNmJs=">AAACBXicbVDLSsNAFJ3UV62vqEtdDBbBVUmqoMtCNy6r2Ac0sUwmk3boZBJmJkJJs3Hjr7hxoYhb/8Gdf+OkzUJbD1w4nHMv997jxYxKZVnfRmlldW19o7xZ2dre2d0z9w86MkoEJm0csUj0PCQJo5y0FVWM9GJBUOgx0vXGzdzvPhAhacTv1CQmboiGnAYUI6WlgXk8dUKkRhixtJlBJ4UO9iMFnQxO7+sDs2rVrBngMrELUgUFWgPzy/EjnISEK8yQlH3bipWbIqEoZiSrOIkkMcJjNCR9TTkKiXTT2RcZPNWKD4NI6OIKztTfEykKpZyEnu7MT5aLXi7+5/UTFVy5KeVxogjH80VBwqCKYB4J9KkgWLGJJggLqm+FeIQEwkoHV9Eh2IsvL5NOvWaf16ybi2rjtoijDI7ACTgDNrgEDXANWqANMHgEz+AVvBlPxovxbnzMW0tGMXMI/sD4/AGXSZgE</latexit>

✓
e
v
e
n

<latexit sha1_base64="mu0nlcasactuEGU2vbp74H6/EdE=">AAAB/XicbVDJSgNBEO2JW4xbXG5eBoPgKcxEQY8BLx6jmAWSYejpVJImPT1Dd00wDoO/4sWDIl79D2/+jZ3loIkPCh7vVVFVL4gF1+g431ZuZXVtfSO/Wdja3tndK+4fNHSUKAZ1FolItQKqQXAJdeQooBUroGEgoBkMryd+cwRK80je4zgGL6R9yXucUTSSXzzq4ACQ+mkH4QFTGIHMMr9YcsrOFPYyceekROao+cWvTjdiSQgSmaBat10nRi+lCjkTkBU6iYaYsiHtQ9tQSUPQXjq9PrNPjdK1e5EyJdGeqr8nUhpqPQ4D0xlSHOhFbyL+57UT7F15KZdxgiDZbFEvETZG9iQKu8sVMBRjQyhT3NxqswFVlKEJrGBCcBdfXiaNStk9L1duL0rVu3kceXJMTsgZccklqZIbUiN1wsgjeSav5M16sl6sd+tj1pqz5jOH5A+szx+3TpYX</latexit>

✓
o
d
d

<latexit sha1_base64="mwIoFbvtGKLr98gEj4ZA2ST7jYo=">AAAB/HicbVBNS8NAEN3Ur1q/oj16CRbBU0mqoMeCF49V7Ae0IWw203bp5oPdiRhC/StePCji1R/izX/jts1BWx8MPN6bYWaenwiu0La/jdLa+sbmVnm7srO7t39gHh51VJxKBm0Wi1j2fKpA8AjayFFAL5FAQ19A159cz/zuA0jF4+geswTckI4iPuSMopY8szrAMSD18gHCI+ZxEEynnlmz6/Yc1ipxClIjBVqe+TUIYpaGECETVKm+Yyfo5lQiZwKmlUGqIKFsQkfQ1zSiISg3nx8/tU61EljDWOqK0JqrvydyGiqVhb7uDCmO1bI3E//z+ikOr9ycR0mKELHFomEqLIytWRJWwCUwFJkmlEmub7XYmErKUOdV0SE4yy+vkk6j7pzXG7cXteZdEUeZHJMTckYcckma5Ia0SJswkpFn8krejCfjxXg3PhatJaOYqZI/MD5/ANWolZY=</latexit>

Figure
2.5:A

m
plitude

and
phase

design
ofthe

SC
E

xA
O

vA
PP

(D
oelm

an
etal.,2017)and

its
resulting

PSF.T
he

pupil-plane
quantities

are
decom

posed
into

theireven
and

odd
constituents,w

hile
the

focal-plane
PSF

is
decom

posed
into

the
pow

erin
the

realand
im

aginary
parts

ofthe
electric

field.



2

Focal-plane wavefront sensing with the vector-Apodizing Phase Plate 49

103 104 105 106 107 108 109

Photon Number

10 1

100

101

102

Re
sid

ua
l R

M
S 

W
FE

 [n
m

]

1/ Np  fit for 0.0 e-
read noise = 10. e-
read noise = 1.0 e-
read noise = 0.1 e-
read noise = 0.0 e-

10 4

10 3

10 2

10 1

Re
sid

ua
l R

M
S 

W
FE

 [f
ra

ct
io

na
l 

]

Figure 2.6: Residual RMS WFE as a function of photon number Np for the SCExAO
vAPP. Different colors denote various read noise levels. The dotted line shows a 1/

√
Np

fit to the pure photon noise case. The RMS WFE in nm assumes λ = 1550 nm.

even phase aberrations.
Simulations are performed with the HCIPy package (Por et al., 2018), an open-source

software for high-contrast imaging simulations that is available on GitHub1. The simula-
tions are monochromatic (λ=1550 nm). They sample the pupil-plane with 256×256 pixels
and use the Fraunhofer approximation to propagate the electric field to the focal plane,
which is sampled with 150×150 pixels for 3 pixels per λ/D. The aberration estimation
algorithm is Python-based, uses the HCIPy package for the coronagraph model and the
Scipy library (Jones et al., 2014) to minimize the objective function.

2.4.1 Photon and read noise sensitivity
Figure 2.6 presents the sensitivity of the algorithm and the SCExAO vAPP when consid-
ering varying levels of photon and read noise. The modal basis set used for these tests
consists of the first 30 Zernike modes, starting at defocus. All induced aberrations were
a linear sum of these modes. The aberrated phase screen is created by first calculating a
phase screen following a spatial power spectrum with a slope of -2.5. This slope is steeper

1https://github.com/ehpor/hcipy

https://github.com/ehpor/hcipy
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than a slope of -2, usually considered for the power spectrum of NCPA, but was chosen
to put more power in the low-order modes as we focus on measuring them. Subsequently,
this phase screen is projected onto the 30 Zernike modes, which were added together and
scaled to a ∼ λ/16 (100 nm) root mean square (RMS) wavefront error (WFE). The algo-
rithm estimated the same Zernike modes as were used to generate the phase screen. For
every photon number Np (103 − 109 photons) we generated ten different phase screens
and, for each phase screen, ten photon noise realizations. Furthermore, four levels of
read noise were tested: 0 e−, 0.1 e−, 1 e−, and 10 e−. The results of the simulations are
plotted in Figure 2.6, where the dots denote the mean RMS WFE per photon number and
read noise level, and the error bars denote the 1σ deviation. The dotted line is a fit of
a ∝ 1/

√
Np function to the pure photon noise simulations, confirming that the perfor-

mance scales with the photon noise. The algorithm therefore is photon noise limited (i.e.,
no algorithmic effects limit the performance). For the photon-limited case, a < λ/1000
residual RMS WFE is reached with 107 photons. In the context of the SCExAO system
(section 6.3) this would be a 1 nm residual WFE for a ∼5 second integration on a mH = 8
star. The simulations also show that increasing the read noise to 0.1 e− or 1 e− does not
significantly impact the performance of the algorithm (i.e., the error is still dominated by
photon noise). For a read noise level of 10 e− and photon numbers < 106, the read noise
starts to dominate the error and decreases the performance by a factor of ∼ 2 − 3.

2.4.2 Mode photon noise sensitivity
In Guyon (2005) the photon noise sensitivity βp of a WFS to a single mode m is defined
as

βp = σm
√

Np, (2.28)

with σm the reconstruction error for mode m and Np the number of photons in the image.
According to Guyon (2005), the ideal WFS will have βp = 1 for all reconstructed modes.
Here we explore the sensitivity of the SCExAO vAPP to the first 100 Zernike modes
(starting with defocus as the vAPP is tip/tilt insensitive), expecting that the vAPP has a
lower sensitivity (resulting in a higher βp) for the even modes than for the odd modes (see
discussion in section 7.2). The reconstruction error σm was determined by calculating the
standard deviation of the α̂m distribution, obtained after simulating 100 different photon
noise realizations per photon number (107, 108, and 109) and estimating only α̂m (no
other modes were estimated simultaneously). This resulted in three βp values (one for
each tested photon number), which were subsequently averaged to obtain the final result.
The results are shown in Figure 2.7, with the ideal WFS (βp = 1) shown as the horizontal
gray dotted line. The gray boxes denote the even modes, and the white boxes the odd
modes. The first thing to note is that the even modes perform a factor ∼ 4 − 10 worse
than the odd modes. This occurs because, as discussed in section 7.2, the real part of the
focal-plane electric field probes the even modes, and in the case of the SCExAO vAPP
is relatively weak: ∼3.5% of the total power is in the real electric field. Therefore, it is
expected that βp is

√
1/0.035 = 5.3 times higher for even modes compared to the odd

modes, which is approximately observed. Furthermore, it should be noted that the spatial
frequency content of the Zernike modes increases with the Noll index. Therefore, due to
lower S/N at higher frequencies, sensitivity to both even and odd modes decreases with
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Figure 2.7: Photon noise sensitivity of the SCExAO vAPP to the first 100 Zernike modes,
starting at defocus. The gray boxes denote the even Zernike modes, and the white boxes
the odd Zernike modes.
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Figure 2.8: Residual RMS WFE as function of introduced RMS WFE for the SCExAO
vAPP. The colors denote various photon numbers. The dashed, gray line separates the
regions where the wavefront improves or deteriorates. The wavelength is 1550 nm.

increasing mode number. The sensitivity to even modes decreases faster than the odd
mode sensitivity because the real part of the focal-plane electric field is limited in extent
compared to the imaginary part (shown in Figure 2.5). We note that this analysis does not
include any cross-talk effects, which are taken into account in the next section.

2.4.3 Dynamic range algorithm

Here we explore the maximum RMS WFE for which the algorithm can accurately recover
estimates for each modal coefficient in a single step. This limitation is mainly driven by
modal cross-talk and determines the WFE for which the algorithm can converge to a low
(∼ λ/1000 − λ/100 or 1-10 nm) residual RMS WFE in one iteration, assuming that the
estimation is perfectly applied by the DM. We simulated phase screens consisting of 30
Zernike modes (starting with defocus), following a spatial power spectrum with a −2.5
slope, with increasing WFE. For RMS WFE values between 0 and ∼ λ/4 (400 nm) we
simulated ten wavefronts, with either no photon noise (Np = ∞) or high photon numbers
(Np = 106, 108). For the simulations with photon noise, we simulated ten photon-noise
realizations per phase screen. The algorithm estimated the same Zernike modes. The
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residual RMS WFE was determined by subtracting the estimation from the initial, aber-
rated wavefront. The mean residual RMS WFEs are shown in Figure 2.8. The perfor-
mance of the algorithm does not significantly vary between the different photon number
realizations. The algorithm converges in one iteration with an input aberration RMS of
up to ∼ λ/8 or 200 nm. For WFE between λ/8-λ/5 (200-300 nm), the algorithm still
improves the wavefront, but there is significant residual WFE after one iteration. In this
regime the algorithm converges to < λ/1000 or 1 nm RMS WFE within two or three
iterations in closed-loop operation. A WFE larger than λ/5 (300 nm) RMS does not sig-
nificantly improve after one iteration. We note that this performance is very similar to the
non-coronagraphic results reported by Martinache et al. (2016) for the Asymmetric Pupil
Fourier Wavefront Sensor.

2.5 Demonstration at SCExAO

2.5.1 SCExAO
The Subaru Coronagraphic Extreme Adaptive Optics (SCExAO) instrument (Jovanovic
et al., 2015) is a high-contrast imaging instrument at the Subaru Telescope. It operates
downstream of the AO188 system (Minowa et al., 2010), which gives an initial low-order
correction. SCExAO drives a 2000-actuator DM based on wavefront measurements from
a pyramid wavefront sensor (PYWFS) from the optical to near-IR (NIR) (in the range
600-900 nm) that can run at 3.5 kHz, but most often runs at 2 kHz. There are 45 actuators
across the pupil, giving the system the ability to correct out to 22.5λ/D. The real-time
control of SCExAO is handled by the compute and control for adaptive optics (cacao)
package (Guyon et al., 2018). Cacao allows NCPA corrections to be handled by a separate
DM channel, where the software automatically sends offsets to the PYWFS. These offsets
ensure that the PYWFS does not sense and attempt to control the NCPA corrections. The
instrument routinely achieves Strehl ratios > 80% in the H band on-sky. SCExAO feeds
the post-AO JHK bands to the integral field spectrograph CHARIS (Peters-Limbach et al.
2013; Groff et al. 2014). The ultimate goal is to operate the vAPP FPWFS with the
CHARIS data; however, the tests were performed with the internal NIR camera for ease
of operation. The NIR camera has recently (Lozi et al., 2018) been upgraded to a C-RED
2 detector (Feautrier et al., 2017), which has a 640×512 pixel InGaAs sensor that is cooled
to −40 ◦C.

2.5.2 Algorithm implementation in SCExAO
The algorithm has to be adapted to the SCExAO parameters and the vAPP design. To
calibrate the model of the vAPP we had to take into account the following:

1. Pupil undersizing: To account for pupil misalignments the design of the vAPP was
undersized by 1.5% (Doelman et al., 2017) with respect to the nominal SCExAO
pupil.

2. Pupil rotation: To optimally block dead actuators in the DM, the SCExAO pupil
was rotated by −6.25◦, affecting the orientation of the PSF on the detector.
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3. Detector pixel scale: For accurate propagation to the focal plane of the NIR cam-
era, the pixel scale was determined manually (which was deemed sufficient for
low-order Zernike mode measurement and correction) to be 15.6 mas per pixel at
1550 nm.

The coronagraph model described in section 2.3 assumes a monochromatic light source,
and the closest available option, in terms of bandwidth, for the NIR camera in SCExAO
is the ∆λ = 25 nm filter centered around λ = 1550 nm. For this filter, a 128 × 128 pixel
sub-window in the NIR internal camera is sufficient to contain the vAPP PSFs. The image
fed to the algorithm consists of the sum of 1000 unsaturated images (either of the internal
source or the star; individual exposure times are on the order of 1-10 milliseconds) that are
dark-subtracted, aligned with a reference PSF generated with the coronagraph model and
subsequently stacked and calibrated for the camera system gain (2.33 e−/ADU; Feautrier
et al. 2017). The large number of stacked images should generally bring the algorithm into
the 1 nm residual RMS WFE regime (Figure 2.6) in ideal circumstances and is the best
performance we can expect. After image acquisition and before running the algorithm,
the parameters Np,Nb, v, and L have to be estimated. Nb is estimated first by selecting the
corners in the image where there is no light from the vAPP. Np is estimated by subtracting
Nb from the image and summing the values in all pixels. The grating in the vAPP acts as a
circularly polarized beam-splitter, thus v is determined by aperture photometry on the two
coronagraphic PSFs. From these intensity measurements, I1 and I2, the fractional degree
of circular polarization can be determined by

v =
I1 − I2

I1 + I2
. (2.29)

The amount of leakage L is similarly calculated by aperture photometry on the two coro-
nagraphic (I1 and I2) and the leakage PSFs (I3):

L =
I3

I1 + I2 + I3
. (2.30)

After this initial estimation, the estimation of these parameters can also be improved by
the algorithm. This is generally not done for Nb, v, and L as it has not been found to
improve the wavefront estimation. On the other hand, we find that estimating Np using
the algorithm does improve the estimation. Another concern is that estimating some of
these parameters could induce cross-talk with the aberration coefficients. An example of
such cross-talk would be between the wavefront aberration coma and v, as both parame-
ters result in relative brightness changes between the two coronagraphic PSFs. Therefore,
the algorithm could tune either parameter to fit a relative brightness change and arrive at
the wrong result. We did not extensively study the effects of this cross-talk.

The closed-loop correction is performed by phase conjugation, where the DM com-
mand θDM,i at iteration i is calculated as

θDM,i = θDM,i−1 −
g
2

∑
j

α jφ j, (2.31)

with g the closed-loop gain that can be freely chosen, the factor 1
2 to account for the re-

flective nature of the DM, α j the estimated modal coefficients, and {φ j} the mode basis.
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When estimating 30 Zernike modes with the SCExAO implementation of the algo-
rithm, the computation time per iteration is ∼30−50 seconds. Generally, the convergence
time increases when sensing more modes and larger wavefront errors. The convergence
time is mainly limited by the Python library versions installed at SCExAO, and more
fundamentally by the implementation in Python.

2.5.3 Internal source demonstration

We performed FPWFS tests with the SCExAO vAPP using the internal source in Novem-
ber and December 2018. The goal was to demonstrate the principle of FPWFS with the
vAPP coronagraphic PSFs, and we therefore focused on measuring and correcting low-
order modes (30-50 Zernike modes, starting with defocus). Figure 2.9 shows these results,
where the 1σ raw contrast was determined by calculating the standard deviation of 1 λ/D
wide annuli covering both PSFs that were normalized by the maximum number of counts
in the image. The top row in the figure presents the pre- and post-correction PSFs and the
radial averaged contrast improvements (panels a, b, and c, respectively) for the nominal
SCExAO system using 30 Zernike modes, after one iteration with the algorithm (g = 1).
The estimated wavefront is shown in Figure 2.10 a, and the measured WFE in the 30
Zernike modes is ∼100 nm RMS. The dominant mode is astigmatism at ∼86 nm RMS.
The next three largest aberrations were coma, quadrafoil, and secondary astigmatism at
respectively ∼28 nm, ∼24 nm, and ∼23 nm RMS. Qualitatively, the wavefront improve-
ment can be observed in the more symmetric leakage and phase diversity PSFs, and the
dark hole better defined as an aberrated structure at a few λ/D was removed. Quantita-
tively, the peak flux of the leakage increased by ∼ 10%, and the raw contrast at 2.5 λ/D
improved from ∼2 ·10−3 to ∼6 ·10−4 (solid lines in Figure 2.9 c). Only the lowest Zernike
modes (both even and odd) were corrected, which is clearly visible as the contrast im-
provement decreases with λ/D. The dash-dotted lines in Figure 2.9 c show the results
of a similar correction performed at another moment in time, but here the images used
for the raw contrast determination were saturated such that the raw contrast was speckle-
noise limited, instead of read noise limited as with the solid lines. The bottom row shows
the result of a closed-loop correction where we introduced and estimated a 300 nm RMS
WFE with 50 Zernike modes, which should be correctable according to Figure 2.8. Panels
b and c show the pre- and post-correction after five iterations of closed-loop correction.
The total duration of these corrections was around 4 minutes. These figures show that the
algorithm can correct large WFE, recovering a PSF that is qualitatively very similar to
what is shown in Figure 2.9 b. As shown in Figure 2.9 f, we recover similar or deeper raw
contrasts compared to the nominal system after correction, Figure 2.9 c. In Figure 2.10
b and c, the introduced and estimated wavefronts are shown. The WFE for these figures
are respectively ∼293 nm and ∼311 nm. We note that the estimated wavefront also in-
cludes WFE already present in the system before adding the known aberration, as this was
not corrected before the test. Tests conducted on another day suggest that the remaining
WFE after correction is on the order of ∼59 nm RMS. These tests consist of sequential
measurements of the nominal wavefront and a 150 nm RMS introduced wavefront error.
These measurements were then compared to find a residual WFE. This error consists of
evolved NCPA between measurements, DM calibration errors, and algorithm errors. We
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did not investigate the amplitude of the individual error terms.

2.5.4 On-sky demonstration
On 11 January 2019 we observed Regulus (mH = 1.57; Ducati 2002) during a SCExAO
engineering night to test the vAPP FPWFS on-sky, to evaluate the performance with
an incoherent background due to residual turbulence and long exposure images, and to
demonstrate the true end-to-end optical system. Observing conditions were good (the
seeing was ∼ 0.2′′ − 0.4”) and predictive control was running during the tests (Guyon &
Males, 2017). We conducted tests similar to those with the internal source. The top row
of Figure 2.11 shows the results after five iterations of closed-loop with a gain=0.5 with
the nominal SCExAO system when estimating 30 Zernike modes. The five iterations took
approximately 4 minutes. Qualitatively, the first Airy ring of the leakage PSF becomes
more rounded and symmetric, the coronagraphic PSFs are more similar, the edge of the
dark hole becomes better defined, and some speckles in the dark hole are removed. The
gain in peak flux of the leakage PSF is 6%. In Figure 2.11 c the contrast gain is moder-
ate, improving by a factor ∼2 between 2.5 and 4 λ/D. The estimated wavefront is shown
in Figure 2.12 a and the WFE is ∼187 nm RMS. A notable structure in this estimated
wavefront is the sharp increase in phase at the edges of the pupil. It is thought that this
phase ring is a relatively static and real structure that originates from the upstream AO188
system; the PYWFS reference offset contains a similar structure as well. The bottom row
shows the correction of low-order quasi-static errors from the instrument on-sky plus and
additional 150 nm RMS WFE that was added to the DM consisting of 30 Zernike modes.
After five iterations (gain = 0.5), shown in Figure 2.11 e, the algorithm recovers a similar
PSF in a time similar to that for the correction of the nominal system (Figure 2.11 c), both
in morphology and in achieved raw contrast (see Figure 2.11 f). In Figure 2.12 b-d the in-
troduced, estimated, and residual wavefronts are shown, with the WFE being respectively
∼146 nm, ∼244 nm, and ∼78 nm RMS. The residual wavefront was determined by sub-
tracting the introduced and initial wavefronts from the estimated wavefront. This gives an
estimate of the remaining wavefront error in the system. As discussed with the internal
source results, the residual wavefront consists of evolved NCPA between measurements,
DM calibration errors and algorithm errors. We note that the reported raw contrasts in
Figure 2.11 c and f are worse than in Figure 2.9 c and f due to the incoherent speckle
background created by the uncorrected residual atmospheric wavefront errors.

2.6 Discussion and conclusion

We showed in section 7.2 that an asymmetry in the pupil amplitude enables the vAPP
coronagraphic PSFs to measure both even and odd pupil phase modes, generalizing the
Asymmetric Pupil Fourier Wavefront Sensor (APF-WFS; Martinache 2013) with spatial
Linear Dark Field Control (LDFC; Miller et al. 2017) in the vAPP. The physical model
for non-linear wavefront estimation developed in section 2.3 was tested in idealized sim-
ulations (section 7.3), confirming that the vAPP currently installed at SCExAO can sense
the even modes, but is more sensitive to odd modes. Simulations suggest that the algo-
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rithm should be able to reach one-shot correction resulting in a < λ/1000 nm RMS WFE
with approximately 107 photons, and that with one iteration it should be able to correct
up to ∼ λ/8 of RMS WFE. In section 6.3, we demonstrated the principle with the vAPP
in SCExAO, both with the internal source and on-sky, by measuring and controlling the
30 lowest Zernike modes and improving the raw contrast between 2.5 and 4 λ/D by a
factor ∼2. Furthermore, we showed that the algorithm can correct WFEs of 300 nm and
150 nm RMS with the internal source and on-sky, respectively. Although the contrast
gains, both with the internal source and on-sky, are moderate, it does demonstrate that the
coronagraphic PSFs of the vAPP can be used for wavefront sensing.

The FPWFS performance of the SCExAO vAPP can be improved in various ways:
1) better model calibration to increase the contrast gain, 2) measuring more and higher
spatial frequency modes to increase the area of correction, and 3) improving the conver-
gence speed of the algorithm. For this demonstration the model was calibrated ad hoc
by tuning the pupil undersizing, rotation, and the detector pixel scale by hand. These
parameters should be more accurately measured or be part of the fitted parameters. To
measure more and higher spatial frequency modes we want to replace the current Zernike
mode basis with a pixel-mode basis (Paul et al., 2013a). This should also reduce the ef-
fect of unsensed modes on the estimation, when estimating a truncated mode basis (Paul
et al., 2013b). Improving the convergence speed of the algorithm would result in a higher
correction cadence or the correction of a larger mode basis in a similar time. A relatively
simple improvement would be to use the multi-processing capabilities in the latest python
libraries not yet available on SCExAO, this would enable multi-core processing and give
a maximum speed improvement of a factor of 40. Theoretically, the best possible perfor-
mance we can then expect is a wavefront estimation with sub 1 nm WFE every six seconds
for targets down to a mH = 8 (five seconds of integration and one second for estimation).
Other coronagraph model improvements include the integral field spectrograph CHARIS,
an accurate model of the focal-plane filter and the incoherent background due to residual
turbulence effects. This is because science observations with the SCExAO vAPP are done
with CHARIS. Preventing detector saturation due to bright fields of the vAPP requires a
focal-plane neutral density filter that attenuates the bright fields. Therefore, exposures
with the focal-plane filter in place will have a larger dynamic range. This increase in
dynamic range will make the incoherent background, which is due to uncorrected atmo-
spheric turbulence, a more prominent feature in the image compared to the current on-sky
results. Thus, the incoherent background needs to be included within the coronagraph
model as well (Herscovici-Schiller et al., 2017), also including any asymmetries in this
background (Cantalloube et al., 2018).

In this article we focused on a FPWFS based on a grating-vAPP. We operated it only
in narrowband mode or in an integral field spectrograph. Therefore, the FPWFS algorithm
does not have to operate over broad wavelength ranges and the current coronagraph model
would suffice. However, there are broadband imaging vAPP implementations foreseen, as
is detailed in Bos et al. (2018). These coronagraphs are more complicated in their optical
design and therefore require a more advanced coronagraph model. For such broadband
coronagraphs, the coronagraph model also needs to be extended to handle broadband FP-
WFS to take full advantage of the coronagraph. This can be done by evaluating the model
at multiple wavelengths (Seldin et al., 2000) and would come at an increased computa-
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tional cost. Operating in broadband mode would increase the sensitivity as there is more
light available, but speckles at larger λ/D would be washed out and therefore higher fre-
quency aberrations would be harder to measure.

In this paper we discussed only FPWFS for vAPPs that generate asymmetric dark
holes. But FPWFS with pupil-plane coronagraphs that create symmetric dark holes such
as the 360◦ vAPP (Otten et al., 2014) and the shaped pupil (Kasdin et al., 2007) are de-
sirable as well. Optimal designs of vAPPs with symmetric dark holes consist of only 0
and π phase structures (Por, 2017). This results in a purely real pupil-plane electric field
(Equation 2.2), and thus if the aperture is symmetric the focal-plane electric field of such a
vAPP will be completely imaginary (Table 2.1) and will not support a FPWFS. Therefore,
similar to one-sided dark holes, FPWFSing is enabled when an amplitude asymmetry is
introduced. A similar argument can be given for shaped pupil coronagraphs, as these
manipulate pupil-plane amplitude and thus only have a real pupil-plane electric field. A
more important difference with one-sided dark hole PSFs is that such coronagraphs will
not have a bright field in the other polarization that covers the dark hole of the corona-
graph and thus does not directly probe the region of interest.

Future work will investigate optimization of the aperture asymmetry to enhance the
wavefront sensing capabilities of the coronagraph. This also has implications for the
APF-WFS and spatial LDFC controlling dark holes dug with other methods than the
vAPP. With the current implementation of the vAPP and algorithm we can only sense
phase aberrations. Uncorrected amplitude errors due to the atmosphere and instrumental
errors will limit the raw contrast to ∼ 10−5 (Guyon, 2018). This is at a level that is not yet
reached by the vAPP, and therefore only sensing phase aberrations is sufficient for now.
When this raw contrast is met it would be necessary to sense both pupil amplitude and
phase aberrations. It is expected that the two coronagraphic PSFs alone do not contain
sufficient diversity to estimate both in one image. For the current SCExAO vAPP design,
an additional classical phase diversity image will likely provide the required diversity to
enable amplitude estimation (Herscovici-Schiller et al., 2018), but will lower the science
duty cycle. A better solution for future FPWFS vAPPs would be the addition of two
strong phase diversity holograms, which would keep the science duty cycle at 100% at
the cost of science throughput. Another use of FPWFS with the vAPP could be the fine
co-phasing of multi-mirror telescopes from the image plane (Pope et al., 2014), such as
for the upcoming Giant Magellan Telescope.

Integration of FPWFS with coronagraphy is a crucial step in the system wide integra-
tion of all optical modalities (e.g., spectroscopy and polarimetry) to get the best possible
performance of high-contrast imaging instruments. The major advantages are that NCPA
can be measured up to the science focal plane and a 100% science duty cycle as science
observations do not have to be interrupted to probe the dark hole. The vAPP has now
shown that it is able to combine both FPWFS and coronagraphy in one optic.
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<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>
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64 Appendix

Focal-planePupil-plane

Epup = Aei✓
<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>

Efoc = C{Epup} = a + bi
<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a|2 + |b|2 = I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

Epup = A cos(✓) + iA sin(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

A cos(✓)
<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A sin(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit> b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a|2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b|2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

A = Aeven
<latexit sha1_base64="DTkE+GYQftpJOpeHJr4Ituw6xjc=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAbBU9hVQS9CohePEcwDkhBmJ51kyOzsMtMbDMv6K148KOLVD/Hm3zh5HDRa0FBUddPd5UdSGHTdLyezsrq2vpHdzG1t7+zu5fcP6iaMNYcaD2Womz4zIIWCGgqU0Iw0sMCX0PBHN1O/MQZtRKjucRJBJ2ADJfqCM7RSN1+o0Cta6SZthAdMYAwqTbv5oltyZ6B/ibcgRbJAtZv/bPdCHgegkEtmTMtzI+wkTKPgEtJcOzYQMT5iA2hZqlgAppPMjk/psVV6tB9qWwrpTP05kbDAmEng286A4dAse1PxP68VY/+ykwgVxQiKzxf1Y0kxpNMkaE9o4CgnljCuhb2V8iHTjKPNK2dD8JZf/kvqpyXvrOTdnRfL14s4suSQHJET4pELUia3pEpqhJMJeSIv5NV5dJ6dN+d93ppxFjMF8gvOxzdCPZSJ</latexit>

A = Aeven
<latexit sha1_base64="DTkE+GYQftpJOpeHJr4Ituw6xjc=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAbBU9hVQS9CohePEcwDkhBmJ51kyOzsMtMbDMv6K148KOLVD/Hm3zh5HDRa0FBUddPd5UdSGHTdLyezsrq2vpHdzG1t7+zu5fcP6iaMNYcaD2Womz4zIIWCGgqU0Iw0sMCX0PBHN1O/MQZtRKjucRJBJ2ADJfqCM7RSN1+o0Cta6SZthAdMYAwqTbv5oltyZ6B/ibcgRbJAtZv/bPdCHgegkEtmTMtzI+wkTKPgEtJcOzYQMT5iA2hZqlgAppPMjk/psVV6tB9qWwrpTP05kbDAmEng286A4dAse1PxP68VY/+ykwgVxQiKzxf1Y0kxpNMkaE9o4CgnljCuhb2V8iHTjKPNK2dD8JZf/kvqpyXvrOTdnRfL14s4suSQHJET4pELUia3pEpqhJMJeSIv5NV5dJ6dN+d93ppxFjMF8gvOxzdCPZSJ</latexit>

✓ = +✓odd
<latexit sha1_base64="YcPSx+QnlpS2ejIK1E5xnr7dKr8=">AAACB3icbZDJSgNBEIZ74hbjFvUoSGMQBCHMqKAXIejFYwSzQGYIPT2VpEnPQneNGIbcvPgqXjwo4tVX8Obb2FkOmvhDw8dfVVTX7ydSaLTtbyu3sLi0vJJfLaytb2xuFbd36jpOFYcaj2Wsmj7TIEUENRQooZkoYKEvoeH3r0f1xj0oLeLoDgcJeCHrRqIjOENjtYv7LvYAGb2kx3SC7cxFeMAsDoLhsF0s2WV7LDoPzhRKZKpqu/jlBjFPQ4iQS6Z1y7ET9DKmUHAJw4KbakgY77MutAxGLATtZeM7hvTQOAHtxMq8COnY/T2RsVDrQeibzpBhT8/WRuZ/tVaKnQsvE1GSIkR8sqiTSooxHYVCA6GAoxwYYFwJ81fKe0wxjia6ggnBmT15HuonZee07NyelSpX0zjyZI8ckCPikHNSITekSmqEk0fyTF7Jm/VkvVjv1sekNWdNZ3bJH1mfP58umS0=</latexit>

✓ = �✓odd
<latexit sha1_base64="Gh7ZFcMdPGeykX/RPzJGie4ydJM=">AAACB3icbZDJSgNBEIZ74hbjFvUoSGMQvBhmVNCLEPTiMYJZIDOEnp5K0qRnobtGDENuXnwVLx4U8eorePNt7CwHTfyh4eOvKqrr9xMpNNr2t5VbWFxaXsmvFtbWNza3its7dR2nikONxzJWTZ9pkCKCGgqU0EwUsNCX0PD716N64x6UFnF0h4MEvJB1I9ERnKGx2sV9F3uAjF7SYzrBduYiPGAWB8Fw2C6W7LI9Fp0HZwolMlW1Xfxyg5inIUTIJdO65dgJehlTKLiEYcFNNSSM91kXWgYjFoL2svEdQ3ponIB2YmVehHTs/p7IWKj1IPRNZ8iwp2drI/O/WivFzoWXiShJESI+WdRJJcWYjkKhgVDAUQ4MMK6E+SvlPaYYRxNdwYTgzJ48D/WTsnNadm7PSpWraRx5skcOyBFxyDmpkBtSJTXCySN5Jq/kzXqyXqx362PSmrOmM7vkj6zPH6JemS8=</latexit>

A)

A cos(✓)
<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A sin(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit> b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a|2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b|2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

A = Aeven
<latexit sha1_base64="DTkE+GYQftpJOpeHJr4Ituw6xjc=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAbBU9hVQS9CohePEcwDkhBmJ51kyOzsMtMbDMv6K148KOLVD/Hm3zh5HDRa0FBUddPd5UdSGHTdLyezsrq2vpHdzG1t7+zu5fcP6iaMNYcaD2Womz4zIIWCGgqU0Iw0sMCX0PBHN1O/MQZtRKjucRJBJ2ADJfqCM7RSN1+o0Cta6SZthAdMYAwqTbv5oltyZ6B/ibcgRbJAtZv/bPdCHgegkEtmTMtzI+wkTKPgEtJcOzYQMT5iA2hZqlgAppPMjk/psVV6tB9qWwrpTP05kbDAmEng286A4dAse1PxP68VY/+ykwgVxQiKzxf1Y0kxpNMkaE9o4CgnljCuhb2V8iHTjKPNK2dD8JZf/kvqpyXvrOTdnRfL14s4suSQHJET4pELUia3pEpqhJMJeSIv5NV5dJ6dN+d93ppxFjMF8gvOxzdCPZSJ</latexit>

A = Aeven
<latexit sha1_base64="DTkE+GYQftpJOpeHJr4Ituw6xjc=">AAAB/HicbVDLSgNBEJyNrxhf0Ry9DAbBU9hVQS9CohePEcwDkhBmJ51kyOzsMtMbDMv6K148KOLVD/Hm3zh5HDRa0FBUddPd5UdSGHTdLyezsrq2vpHdzG1t7+zu5fcP6iaMNYcaD2Womz4zIIWCGgqU0Iw0sMCX0PBHN1O/MQZtRKjucRJBJ2ADJfqCM7RSN1+o0Cta6SZthAdMYAwqTbv5oltyZ6B/ibcgRbJAtZv/bPdCHgegkEtmTMtzI+wkTKPgEtJcOzYQMT5iA2hZqlgAppPMjk/psVV6tB9qWwrpTP05kbDAmEng286A4dAse1PxP68VY/+ykwgVxQiKzxf1Y0kxpNMkaE9o4CgnljCuhb2V8iHTjKPNK2dD8JZf/kvqpyXvrOTdnRfL14s4suSQHJET4pELUia3pEpqhJMJeSIv5NV5dJ6dN+d93ppxFjMF8gvOxzdCPZSJ</latexit>

✓ = �✓even
<latexit sha1_base64="2tQy+c/kOg+kiqsNT3KJnD0WBVk=">AAACCHicbZA9SwNBEIb3/IzxK2pp4WIQbAx3KmgjBG0sI5gPSELY20ySJXt7x+5cMBwpbfwrNhaK2PoT7Pw3bpIrNPGFhYd3Zpid14+kMOi6387C4tLyympmLbu+sbm1ndvZrZgw1hzKPJShrvnMgBQKyihQQi3SwAJfQtXv34zr1QFoI0J1j8MImgHrKtERnKG1WrmDBvYAGb2iJ3SKraSB8IAJDECNRq1c3i24E9F58FLIk1SlVu6r0Q55HIBCLpkxdc+NsJkwjYJLGGUbsYGI8T7rQt2iYgGYZjI5ZESPrNOmnVDbp5BO3N8TCQuMGQa+7QwY9sxsbWz+V6vH2LlsJkJFMYLi00WdWFIM6TgV2hYaOMqhBca1sH+lvMc042izy9oQvNmT56FyWvDOCt7deb54ncaRIfvkkBwTj1yQIrklJVImnDySZ/JK3pwn58V5dz6mrQtOOrNH/sj5/AGHVpmw</latexit>

✓ = +✓even
<latexit sha1_base64="Pccun9mVnUHDStjniF22Lt7Z+RM=">AAACB3icbZBNSwMxEIazftb6VfUoSLAIglB2VdCLUPTisYL9gLaUbDptQ7PZJZktlqU3L/4VLx4U8epf8Oa/MW33oK0vBB7emWEyrx9JYdB1v52FxaXlldXMWnZ9Y3NrO7ezWzFhrDmUeShDXfOZASkUlFGghFqkgQW+hKrfvxnXqwPQRoTqHocRNAPWVaIjOENrtXIHDewBMnpFT6bUShoID5jAANRo1Mrl3YI7EZ0HL4U8SVVq5b4a7ZDHASjkkhlT99wImwnTKLiEUbYRG4gY77Mu1C0qFoBpJpM7RvTIOm3aCbV9CunE/T2RsMCYYeDbzoBhz8zWxuZ/tXqMnctmIlQUIyg+XdSJJcWQjkOhbaGBoxxaYFwL+1fKe0wzjja6rA3Bmz15HiqnBe+s4N2d54vXaRwZsk8OyTHxyAUpkltSImXCySN5Jq/kzXlyXpx352PauuCkM3vkj5zPHyjNmYQ=</latexit>

Focal-planePupil-plane

Epup = Aei✓
<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>

Efoc = C{Epup} = a + bi
<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a|2 + |b|2 = I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

Epup = A cos(✓) + iA sin(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

B)

A cos(✓)
<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A sin(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit> b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a|2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b|2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

✓ = +✓odd
<latexit sha1_base64="YcPSx+QnlpS2ejIK1E5xnr7dKr8=">AAACB3icbZDJSgNBEIZ74hbjFvUoSGMQBCHMqKAXIejFYwSzQGYIPT2VpEnPQneNGIbcvPgqXjwo4tVX8Obb2FkOmvhDw8dfVVTX7ydSaLTtbyu3sLi0vJJfLaytb2xuFbd36jpOFYcaj2Wsmj7TIEUENRQooZkoYKEvoeH3r0f1xj0oLeLoDgcJeCHrRqIjOENjtYv7LvYAGb2kx3SC7cxFeMAsDoLhsF0s2WV7LDoPzhRKZKpqu/jlBjFPQ4iQS6Z1y7ET9DKmUHAJw4KbakgY77MutAxGLATtZeM7hvTQOAHtxMq8COnY/T2RsVDrQeibzpBhT8/WRuZ/tVaKnQsvE1GSIkR8sqiTSooxHYVCA6GAoxwYYFwJ81fKe0wxjia6ggnBmT15HuonZee07NyelSpX0zjyZI8ckCPikHNSITekSmqEk0fyTF7Jm/VkvVjv1sekNWdNZ3bJH1mfP58umS0=</latexit>

✓ = �✓odd
<latexit sha1_base64="Gh7ZFcMdPGeykX/RPzJGie4ydJM=">AAACB3icbZDJSgNBEIZ74hbjFvUoSGMQvBhmVNCLEPTiMYJZIDOEnp5K0qRnobtGDENuXnwVLx4U8eorePNt7CwHTfyh4eOvKqrr9xMpNNr2t5VbWFxaXsmvFtbWNza3its7dR2nikONxzJWTZ9pkCKCGgqU0EwUsNCX0PD716N64x6UFnF0h4MEvJB1I9ERnKGx2sV9F3uAjF7SYzrBduYiPGAWB8Fw2C6W7LI9Fp0HZwolMlW1Xfxyg5inIUTIJdO65dgJehlTKLiEYcFNNSSM91kXWgYjFoL2svEdQ3ponIB2YmVehHTs/p7IWKj1IPRNZ8iwp2drI/O/WivFzoWXiShJESI+WdRJJcWYjkKhgVDAUQ4MMK6E+SvlPaYYRxNdwYTgzJ48D/WTsnNadm7PSpWraRx5skcOyBFxyDmpkBtSJTXCySN5Jq/kzXqyXqx362PSmrOmM7vkj6zPH6JemS8=</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

Focal-planePupil-plane

Epup = Aei✓
<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>

Efoc = C{Epup} = a + bi
<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a|2 + |b|2 = I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

Epup = A cos(✓) + iA sin(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

C)

A cos(✓)
<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A sin(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit> b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a|2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b|2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

✓ = �✓even
<latexit sha1_base64="2tQy+c/kOg+kiqsNT3KJnD0WBVk=">AAACCHicbZA9SwNBEIb3/IzxK2pp4WIQbAx3KmgjBG0sI5gPSELY20ySJXt7x+5cMBwpbfwrNhaK2PoT7Pw3bpIrNPGFhYd3Zpid14+kMOi6387C4tLyympmLbu+sbm1ndvZrZgw1hzKPJShrvnMgBQKyihQQi3SwAJfQtXv34zr1QFoI0J1j8MImgHrKtERnKG1WrmDBvYAGb2iJ3SKraSB8IAJDECNRq1c3i24E9F58FLIk1SlVu6r0Q55HIBCLpkxdc+NsJkwjYJLGGUbsYGI8T7rQt2iYgGYZjI5ZESPrNOmnVDbp5BO3N8TCQuMGQa+7QwY9sxsbWz+V6vH2LlsJkJFMYLi00WdWFIM6TgV2hYaOMqhBca1sH+lvMc042izy9oQvNmT56FyWvDOCt7deb54ncaRIfvkkBwTj1yQIrklJVImnDySZ/JK3pwn58V5dz6mrQtOOrNH/sj5/AGHVpmw</latexit>

✓ = +✓even
<latexit sha1_base64="Pccun9mVnUHDStjniF22Lt7Z+RM=">AAACB3icbZBNSwMxEIazftb6VfUoSLAIglB2VdCLUPTisYL9gLaUbDptQ7PZJZktlqU3L/4VLx4U8epf8Oa/MW33oK0vBB7emWEyrx9JYdB1v52FxaXlldXMWnZ9Y3NrO7ezWzFhrDmUeShDXfOZASkUlFGghFqkgQW+hKrfvxnXqwPQRoTqHocRNAPWVaIjOENrtXIHDewBMnpFT6bUShoID5jAANRo1Mrl3YI7EZ0HL4U8SVVq5b4a7ZDHASjkkhlT99wImwnTKLiEUbYRG4gY77Mu1C0qFoBpJpM7RvTIOm3aCbV9CunE/T2RsMCYYeDbzoBhz8zWxuZ/tXqMnctmIlQUIyg+XdSJJcWQjkOhbaGBoxxaYFwL+1fKe0wzjja6rA3Bmz15HiqnBe+s4N2d54vXaRwZsk8OyTHxyAUpkltSImXCySN5Jq/kzXlyXpx352PauuCkM3vkj5zPHyjNmYQ=</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

Focal-planePupil-plane

Epup = Aei✓
<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>

Efoc = C{Epup} = a + bi
<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a|2 + |b|2 = I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

Epup = A cos(✓) + iA sin(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

D)

Figure 2.14: Focal- and pupil-plane quantities for different combinations of pupil sym-
metries and phase aberrations with alternating signs. (a) Symmetric aperture with odd
aberration coma. (b) Symmetric aperture with even aberration astigmatism. (c) Asym-
metric aperture with odd aberration coma. (d) Asymmetric aperture with even aberration
astigmatism. The columns in the pupil-plane box show (from left to right) the amplitude,
phase, and the real and imaginary electric fields. In the focal-plane box the columns show
the real and imaginary electric fields, the power in the real and imaginary electric fields,
and the total power.
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A cos(✓)
<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A sin(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit> b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a|2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b|2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

✓ = ✓APP + ✓odd
<latexit sha1_base64="4nvgsahBiTib2p3OUQv+v4AK5Eo=">AAACG3icbZDJSgNBEIZ7XGPcRj16aQyCIISZKOhFiHrxGMEskITQ01NJmvQsdNeIYZj38OKrePGgiCfBg29jZzlo4g8NH39VUV2/F0uh0XG+rYXFpeWV1dxafn1jc2vb3tmt6ShRHKo8kpFqeEyDFCFUUaCERqyABZ6Euje4HtXr96C0iMI7HMbQDlgvFF3BGRqrY5da2Adk9IJOoJO2EB4wvaxUsowez7iR72dZxy44RWcsOg/uFApkqkrH/mz5EU8CCJFLpnXTdWJsp0yh4BKyfCvREDM+YD1oGgxZALqdjm/L6KFxfNqNlHkh0rH7eyJlgdbDwDOdAcO+nq2NzP9qzQS75+1UhHGCEPLJom4iKUZ0FBT1hQKOcmiAcSXMXynvM8U4mjjzJgR39uR5qJWK7knRvT0tlK+mceTIPjkgR8QlZ6RMbkiFVAknj+SZvJI368l6sd6tj0nrgjWd2SN/ZH39AKxdodg=</latexit>

✓ = ✓APP � ✓odd
<latexit sha1_base64="1ZWd7aWTZyNbhpZ3608uk0k2w3o=">AAACG3icbZDJSgNBEIZ7XGPcRj16aQyCF8NMFPQiRL14jGAWSELo6akkTXoWumvEMMx7ePFVvHhQxJPgwbexsxw08YeGj7+qqK7fi6XQ6Djf1sLi0vLKam4tv76xubVt7+zWdJQoDlUeyUg1PKZBihCqKFBCI1bAAk9C3Rtcj+r1e1BaROEdDmNoB6wXiq7gDI3VsUst7AMyekEn0ElbCA+YXlYqWUaPZ9zI97OsYxecojMWnQd3CgUyVaVjf7b8iCcBhMgl07rpOjG2U6ZQcAlZvpVoiBkfsB40DYYsAN1Ox7dl9NA4Pu1GyrwQ6dj9PZGyQOth4JnOgGFfz9ZG5n+1ZoLd83YqwjhBCPlkUTeRFCM6Cor6QgFHOTTAuBLmr5T3mWIcTZx5E4I7e/I81EpF96To3p4WylfTOHJknxyQI+KSM1ImN6RCqoSTR/JMXsmb9WS9WO/Wx6R1wZrO7JE/sr5+AK+Nodo=</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

Focal-planePupil-plane

Epup = Aei✓
<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>

Efoc = C{Epup} = a + bi
<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a|2 + |b|2 = I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

Epup = A cos(✓) + iA sin(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

A)

A cos(✓)
<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A sin(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit> b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a|2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b|2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

✓ = ✓APP � ✓even
<latexit sha1_base64="tIgZcG1AsCgQdTUnOToNBuynRsU=">AAACHHicbZA9SwNBEIb34nf8ilraLAbBxnBnBG2EqI3lCUaFJIS9zSRZsrd37M4Fw3E/xMa/YmOhiI2F4L9x81Fo4gsLD+/MMDtvEEth0HW/ndzc/MLi0vJKfnVtfWOzsLV9a6JEc6jySEb6PmAGpFBQRYES7mMNLAwk3AW9y2H9rg/aiEjd4CCGRsg6SrQFZ2itZqFcxy4go2d0DM20jvCA6bnvZxk9nHKhDyrLmoWiW3JHorPgTaBIJvKbhc96K+JJCAq5ZMbUPDfGRso0Ci4hy9cTAzHjPdaBmkXFQjCNdHRcRvet06LtSNunkI7c3xMpC40ZhIHtDBl2zXRtaP5XqyXYPm2kQsUJguLjRe1EUozoMCnaEho4yoEFxrWwf6W8yzTjaPPM2xC86ZNn4fao5JVL3vVxsXIxiWOZ7JI9ckA8ckIq5Ir4pEo4eSTP5JW8OU/Oi/PufIxbc85kZof8kfP1A5yQols=</latexit>

✓ = ✓APP + ✓even
<latexit sha1_base64="i4N00TXBtjfdBI1mSzMvn8Zw25E=">AAACHHicbZBNSwMxEIaz9bt+VT16CRZBEMquFfQiVL14XMGq0JaSTadtaDa7JLPFsuwP8eJf8eJBES8eBP+N6cdBW18IPLwzw2TeIJbCoOt+O7m5+YXFpeWV/Ora+sZmYWv71kSJ5lDlkYz0fcAMSKGgigIl3McaWBhIuAt6l8P6XR+0EZG6wUEMjZB1lGgLztBazUK5jl1ARs/oGJppHeEB03PfzzJ6OOVCH1SWNQtFt+SORGfBm0CRTOQ3C5/1VsSTEBRyyYypeW6MjZRpFFxClq8nBmLGe6wDNYuKhWAa6ei4jO5bp0XbkbZPIR25vydSFhozCAPbGTLsmuna0PyvVkuwfdpIhYoTBMXHi9qJpBjRYVK0JTRwlAMLjGth/0p5l2nG0eaZtyF40yfPwu1RySuXvOvjYuViEscy2SV75IB45IRUyBXxSZVw8kieySt5c56cF+fd+Ri35pzJzA75I+frB5leolk=</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

Focal-planePupil-plane

Epup = Aei✓
<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>

Efoc = C{Epup} = a + bi
<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a|2 + |b|2 = I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

Epup = A cos(✓) + iA sin(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

B)

A cos(✓)
<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A sin(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit> b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a|2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b|2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

✓ = ✓APP + ✓odd
<latexit sha1_base64="4nvgsahBiTib2p3OUQv+v4AK5Eo=">AAACG3icbZDJSgNBEIZ7XGPcRj16aQyCIISZKOhFiHrxGMEskITQ01NJmvQsdNeIYZj38OKrePGgiCfBg29jZzlo4g8NH39VUV2/F0uh0XG+rYXFpeWV1dxafn1jc2vb3tmt6ShRHKo8kpFqeEyDFCFUUaCERqyABZ6Euje4HtXr96C0iMI7HMbQDlgvFF3BGRqrY5da2Adk9IJOoJO2EB4wvaxUsowez7iR72dZxy44RWcsOg/uFApkqkrH/mz5EU8CCJFLpnXTdWJsp0yh4BKyfCvREDM+YD1oGgxZALqdjm/L6KFxfNqNlHkh0rH7eyJlgdbDwDOdAcO+nq2NzP9qzQS75+1UhHGCEPLJom4iKUZ0FBT1hQKOcmiAcSXMXynvM8U4mjjzJgR39uR5qJWK7knRvT0tlK+mceTIPjkgR8QlZ6RMbkiFVAknj+SZvJI368l6sd6tj0nrgjWd2SN/ZH39AKxdodg=</latexit>

✓ = ✓APP � ✓odd
<latexit sha1_base64="1ZWd7aWTZyNbhpZ3608uk0k2w3o=">AAACG3icbZDJSgNBEIZ7XGPcRj16aQyCF8NMFPQiRL14jGAWSELo6akkTXoWumvEMMx7ePFVvHhQxJPgwbexsxw08YeGj7+qqK7fi6XQ6Djf1sLi0vLKam4tv76xubVt7+zWdJQoDlUeyUg1PKZBihCqKFBCI1bAAk9C3Rtcj+r1e1BaROEdDmNoB6wXiq7gDI3VsUst7AMyekEn0ElbCA+YXlYqWUaPZ9zI97OsYxecojMWnQd3CgUyVaVjf7b8iCcBhMgl07rpOjG2U6ZQcAlZvpVoiBkfsB40DYYsAN1Ox7dl9NA4Pu1GyrwQ6dj9PZGyQOth4JnOgGFfz9ZG5n+1ZoLd83YqwjhBCPlkUTeRFCM6Cor6QgFHOTTAuBLmr5T3mWIcTZx5E4I7e/I81EpF96To3p4WylfTOHJknxyQI+KSM1ImN6RCqoSTR/JMXsmb9WS9WO/Wx6R1wZrO7JE/sr5+AK+Nodo=</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

Focal-planePupil-plane

Epup = Aei✓
<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>

Efoc = C{Epup} = a + bi
<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a|2 + |b|2 = I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

Epup = A cos(✓) + iA sin(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

C)

A cos(✓)
<latexit sha1_base64="NDd1HJ5TicKpYEF/zqv8N/PA4Vs=">AAAB9XicbVBNSwMxEM36WetX1aOXYBHqpeyqoMeqF48V7Ad015JNs21oNlmSWaUs/R9ePCji1f/izX9j2u5BWx8MPN6bYWZemAhuwHW/naXlldW19cJGcXNre2e3tLffNCrVlDWoEkq3Q2KY4JI1gINg7UQzEoeCtcLhzcRvPTJtuJL3MEpYEJO+5BGnBKz0cIV9qkzFhwEDctItld2qOwVeJF5OyihHvVv68nuKpjGTQAUxpuO5CQQZ0cCpYOOinxqWEDokfdaxVJKYmSCbXj3Gx1bp4UhpWxLwVP09kZHYmFEc2s6YwMDMexPxP6+TQnQZZFwmKTBJZ4uiVGBQeBIB7nHNKIiRJYRqbm/FdEA0oWCDKtoQvPmXF0nztOqdVb2783LtOo+jgA7REaogD12gGrpFddRAFGn0jF7Rm/PkvDjvzsesdcnJZw7QHzifP2pakc4=</latexit>

A sin(✓)
<latexit sha1_base64="qH4kKDIVqeogpTk5UcgFJLskGy0=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBDiJeyqoMeoF48RzAOyMcxOOsmQ2dllplcJS/7DiwdFvPov3vwbJ8keNLGgoajqprsriKUw6LrfztLyyuraem4jv7m1vbNb2NuvmyjRHGo8kpFuBsyAFApqKFBCM9bAwkBCIxjeTPzGI2gjInWPoxjaIesr0ROcoZUerqhvhCr5OABkJ51C0S27U9BF4mWkSDJUO4UvvxvxJASFXDJjWp4bYztlGgWXMM77iYGY8SHrQ8tSxUIw7XR69ZgeW6VLe5G2pZBO1d8TKQuNGYWB7QwZDsy8NxH/81oJ9i7bqVBxgqD4bFEvkRQjOomAdoUGjnJkCeNa2FspHzDNONqg8jYEb/7lRVI/LXtnZe/uvFi5zuLIkUNyRErEIxekQm5JldQIJ5o8k1fy5jw5L8678zFrXXKymQPyB87nD3IwkdM=</latexit>

a<latexit sha1_base64="gG6oePGjtzGmTxptftg7C03qavs=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUoP1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvsuo1riq12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4AxFmM6A==</latexit> b
<latexit sha1_base64="XTaOtdCtlykaGRW+t4nO7uCrukc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUCPrlilt15yCrxMtJBXLU++Wv3iBmaYTSMEG17npuYvyMKsOZwGmpl2pMKBvTIXYtlTRC7WfzQ6fkzCoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmvDGz7hMUoOSLRaFqSAmJrOvyYArZEZMLKFMcXsrYSOqKDM2m5INwVt+eZW0LqreZdVrXFVqt3kcRTiBUzgHD66hBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBxd2M6Q==</latexit>

|a|2
<latexit sha1_base64="qMsSjDQIipbBy1rklELmAvnduWQ=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8iZk8ljrlStO1ZkDrxI3JxXI0eiVv7r9mKYRk4YKonXHdRLjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/mxU3xmlT4OY2VLGjxXf09kJNJ6HAW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpwCbGs89xnytGjRhbQqji9lZMh0QRamw+JRuCu/zyKmnWqu5F1b2/rNRv8jiKcAKncA4uXEEd7qABHlDg8Ayv8IYkekHv6GPRWkD5zDH8Afr8Aa6rjpg=</latexit>

|b|2
<latexit sha1_base64="a1ni+bp6LSVN200WAZ7btyqOkSo=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLIzHxRHbRRI9ELx4xcYEEVtItXWjodjdt14Qs/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCoqeNUUebRWMSqHRDNBJfMM9wI1k4UI1EgWCsY3c781hNTmsfywYwT5kdkIHnIKTFW8ibB5LHWK1ecqjMHXiVuTiqQo9Erf3X7MU0jJg0VROuO6yTGz4gynAo2LXVTzRJCR2TAOpZKEjHtZ/Njp/jMKn0cxsqWNHiu/p7ISKT1OApsZ0TMUC97M/E/r5Oa8NrPuExSwyRdLApTgU2MZ5/jPleMGjG2hFDF7a2YDoki1Nh8SjYEd/nlVdKsVd2Lqnt/Wanf5HEU4QRO4RxcuII63EEDPKDA4Rle4Q1J9ILe0ceitYDymWP4A/T5A7Ayjpk=</latexit>

I<latexit sha1_base64="r3x9Eeu3NuC/NPGWHOVNrDcMHu8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeix60VsL9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv++Vym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94FxWvflmu3uRxFOAYTuAMPLiCKtxBDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPn/mM0A==</latexit>

✓ = ✓APP � ✓even
<latexit sha1_base64="tIgZcG1AsCgQdTUnOToNBuynRsU=">AAACHHicbZA9SwNBEIb34nf8ilraLAbBxnBnBG2EqI3lCUaFJIS9zSRZsrd37M4Fw3E/xMa/YmOhiI2F4L9x81Fo4gsLD+/MMDtvEEth0HW/ndzc/MLi0vJKfnVtfWOzsLV9a6JEc6jySEb6PmAGpFBQRYES7mMNLAwk3AW9y2H9rg/aiEjd4CCGRsg6SrQFZ2itZqFcxy4go2d0DM20jvCA6bnvZxk9nHKhDyrLmoWiW3JHorPgTaBIJvKbhc96K+JJCAq5ZMbUPDfGRso0Ci4hy9cTAzHjPdaBmkXFQjCNdHRcRvet06LtSNunkI7c3xMpC40ZhIHtDBl2zXRtaP5XqyXYPm2kQsUJguLjRe1EUozoMCnaEho4yoEFxrWwf6W8yzTjaPPM2xC86ZNn4fao5JVL3vVxsXIxiWOZ7JI9ckA8ckIq5Ir4pEo4eSTP5JW8OU/Oi/PufIxbc85kZof8kfP1A5yQols=</latexit>

✓ = ✓APP + ✓even
<latexit sha1_base64="i4N00TXBtjfdBI1mSzMvn8Zw25E=">AAACHHicbZBNSwMxEIaz9bt+VT16CRZBEMquFfQiVL14XMGq0JaSTadtaDa7JLPFsuwP8eJf8eJBES8eBP+N6cdBW18IPLwzw2TeIJbCoOt+O7m5+YXFpeWV/Ora+sZmYWv71kSJ5lDlkYz0fcAMSKGgigIl3McaWBhIuAt6l8P6XR+0EZG6wUEMjZB1lGgLztBazUK5jl1ARs/oGJppHeEB03PfzzJ6OOVCH1SWNQtFt+SORGfBm0CRTOQ3C5/1VsSTEBRyyYypeW6MjZRpFFxClq8nBmLGe6wDNYuKhWAa6ei4jO5bp0XbkbZPIR25vydSFhozCAPbGTLsmuna0PyvVkuwfdpIhYoTBMXHi9qJpBjRYVK0JTRwlAMLjGth/0p5l2nG0eaZtyF40yfPwu1RySuXvOvjYuViEscy2SV75IB45IRUyBXxSZVw8kieySt5c56cF+fd+Ri35pzJzA75I+frB5leolk=</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

A
<latexit sha1_base64="oOqKmBV0GOZmzyuHLWA05JzLfro=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KokKeqx68diC/YA2lM120q7dbMLuRiihv8CLB0W8+pO8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVb3qlsltxZyDLxMtJGXLUeqWvbj9maYTSMEG17nhuYvyMKsOZwEmxm2pMKBvRAXYslTRC7WezQyfk1Cp9EsbKljRkpv6eyGik9TgKbGdEzVAvelPxP6+TmvDaz7hMUoOSzReFqSAmJtOvSZ8rZEaMLaFMcXsrYUOqKDM2m6INwVt8eZk0zyveRcWrX5art3kcBTiGEzgDD66gCvdQgwYwQHiGV3hzHp0X5935mLeuOPnMEfyB8/kDk9mMyA==</latexit>

Focal-planePupil-plane

Epup = Aei✓
<latexit sha1_base64="KQQAFI7VbBJTH59o8cSIk+qEY3c=">AAACCHicbVDJSgNBEO2JW4zbqEcPNgbBU5hRQS9CVASPEcwCSQw9nUrSpGehu0YMwxy9+CtePCji1U/w5t/YWQ6a+KDg8V4VVfW8SAqNjvNtZebmFxaXssu5ldW19Q17c6uiw1hxKPNQhqrmMQ1SBFBGgRJqkQLmexKqXv9y6FfvQWkRBrc4iKDps24gOoIzNFLL3r1qJQ2EB0yiOEpTekbPKdwlgjawB8jSlp13Cs4IdJa4E5InE5Ra9lejHfLYhwC5ZFrXXSfCZsIUCi4hzTViDRHjfdaFuqEB80E3k9EjKd03Spt2QmUqQDpSf08kzNd64Hum02fY09PeUPzPq8fYOW0mIohihICPF3ViSTGkw1RoWyjgKAeGMK6EuZXyHlOMo8kuZ0Jwp1+eJZXDgntUcG+O88WLSRxZskP2yAFxyQkpkmtSImXCySN5Jq/kzXqyXqx362PcmrEmM9vkD6zPH06qmYI=</latexit>

Efoc = C{Epup} = a + bi
<latexit sha1_base64="6bvRyD5E1O56OH0Y6sKMRGKw+58=">AAACJHicbVDLSsNAFJ34rPUVdelmsAiCUBIVFEQoFsFlBfuAppTJdNIOnTyYuRFLyMe48VfcuPCBCzd+i5M2iLYeGDiccy93znEjwRVY1qcxN7+wuLRcWCmurq1vbJpb2w0VxpKyOg1FKFsuUUzwgNWBg2CtSDLiu4I13WE185t3TCoeBrcwiljHJ/2Ae5wS0FLXPL/qJg6we0i8kKYpvsCOT2BAiUiqqZPgHzuKI2072QTBh9jFHHfNklW2xsCzxM5JCeWodc03pxfS2GcBUEGUattWBJ2ESOBUsLToxIpFhA5Jn7U1DYjPVCcZh0zxvlZ62AulfgHgsfp7IyG+UiPf1ZNZAjXtZeJ/XjsG76yT8CCKgQV0csiLBYYQZ43hHpeMghhpQqjk+q+YDogkFHSvRV2CPR15ljSOyvZx2b45KVUu8zoKaBftoQNko1NUQdeohuqIogf0hF7Qq/FoPBvvxsdkdM7Id3bQHxhf37uLpCU=</latexit>

|a|2 + |b|2 = I
<latexit sha1_base64="uJGjoIJonuLShauFVUeH8uIA9cQ=">AAAB+nicbVDLSsNAFL3xWesr1aWbwSIIQkmqoBuh6EZ3FewD2lgm00k7dPJgZqKUpJ/ixoUibv0Sd/6NkzYLbT1wuYdz7mXuHDfiTCrL+jaWlldW19YLG8XNre2dXbO015RhLAhtkJCHou1iSTkLaEMxxWk7EhT7Lqctd3Sd+a1HKiQLg3s1jqjj40HAPEaw0lLPLKU4faiiE5S6Wb9Etz2zbFWsKdAisXNShhz1nvnV7Yck9mmgCMdSdmwrUk6ChWKE00mxG0saYTLCA9rRNMA+lU4yPX2CjrTSR14odAUKTdXfGwn2pRz7rp70sRrKeS8T//M6sfIunIQFUaxoQGYPeTFHKkRZDqjPBCWKjzXBRDB9KyJDLDBROq2iDsGe//IiaVYr9mnFvjsr167yOApwAIdwDDacQw1uoA4NIPAEz/AKb0ZqvBjvxsdsdMnId/bhD4zPH7+vklw=</latexit>

Epup = A cos(✓) + iA sin(✓)
<latexit sha1_base64="58xoT8lSdKwNbqSn+Swmwe4lE9A=">AAACG3icbZDLSsNAFIYnXmu9RV26GSyCIpREBd0IXhBcVrBWaEqZTE/t0MkkzJyIJfQ93Pgqblwo4kpw4ds4aSt4+2Hg5zvncOb8YSKFQc/7cMbGJyanpgszxdm5+YVFd2n50sSp5lDlsYz1VcgMSKGgigIlXCUaWBRKqIXdk7xeuwFtRKwusJdAI2LXSrQFZ2hR090+bWYBwi1mSZr0+/SAHtGAx2YjwA4g26RbVOTICPWFmm7JK3sD0b/GH5kSGanSdN+CVszTCBRyyYyp+16CjYxpFFxCvxikBhLGu+wa6tYqFoFpZIPb+nTdkhZtx9o+hXRAv09kLDKmF4W2M2LYMb9rOfyvVk+xvd/IhEpSBMWHi9qppBjTPCjaEho4yp41jGth/0p5h2nG0cZZtCH4v0/+ay63y/5O2T/fLR0ej+IokFWyRjaIT/bIITkjFVIlnNyRB/JEnp1759F5cV6HrWPOaGaF/JDz/glPnp+s</latexit>

D)

Figure 2.15: Focal- and pupil-plane quantities for APPs designed for different pupil sym-
metries subjected to phase aberrations with alternating sign. (a) Symmetric aperture
with odd aberration coma. (b) Symmetric aperture with even aberration astigmatism.
(c) Asymmetric aperture with odd aberration coma. (d) Asymmetric aperture with even
aberration astigmatism. The columns in the pupil-plane box show (from left to right)
the amplitude, phase, and real and imaginary electric fields. In the focal-plane box, the
columns show the real and imaginary electric fields, the power in the real and imaginary
electric fields, and the total power.
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2.7 Appendix

2.7.1 Phase retrieval examples

In section 7.2 we explained how the sign of even phase aberrations can be retrieved using
an asymmetric pupil amplitude. In this appendix we give a more complete set of examples
of how pupil symmetries, and APPs designed for them, respond to even and odd aberra-
tions.

In the top row of Figure 2.14 a we visually present Equations (2.1) to (2.7) for an
even aperture (A = Aeven) and the odd coma aberration (θ = θodd). The real part of the
pupil-plane electric field, A cos(θ), is completely even and contains no sign information
due to cos(−θ)=cos(θ); the imaginary part, iA sin(θ), is completely odd. Therefore, propa-
gation to the focal plane will result in a fully imaginary electric field ib (see Table 2.1) that
has even and odd components. The bottom row of Figure 2.14 a shows the same images
but for a flipped sign of the phase (θ = −θodd), equivalent to conjugating the pupil-plane
electric field. Thus the phase conjugation results in a flipped PSF, and due to the odd
component of Efoc, it results in a morphological change that can be measured, which is
clearly visible in Figure 2.14 a.

Figure 2.14 b shows similar figures, but for the even astigmatism aberration (θ=θeven)
and again, the top and bottom rows show opposite signs of the aberration. As expected,
both the real and imaginary parts of the pupil-plane electric field, A cos(θ) and iA sin(θ),
are even. Again, the sign information is encoded in the imaginary pupil electric field term
iA sin(θ). This term propagates, in contrast to the odd phase aberration, to the real part of
the focal-plane electric field a. Therefore, all sign information of the even phase aberra-
tion in encoded in the real focal-plane electric field. Because the aberration is even, this
does not result in morphological changes in the total intensity measurement Ifoc, and thus
sign information of the even aberration cannot be measured.

This well-known sign ambiguity (Gonsalves 1982; Paxman et al. 1992) is often bro-
ken by introducing a static, known diversity phase that results in a known real focal-plane
electric field. This real electric field can interfere with the sign information carrying real
electric fields resulting from the even phase aberrations, which enables unique intensity
changes for sign changes. Figure 2.13 shows the case of defocus as a static phase diversity
and the even astigmatism aberration used in Figure 2.13. It shows a significant morphol-
ogy change in both the real and imaginary focal-plane power |a|2 and |b|2 that can be used
to determine sign changes.

In section 7.2 we explained how the Asymmetric Pupil Fourier Wavefront Sensor
(Martinache, 2013) breaks the sign ambiguity in a similar way using odd pupil amplitude.
In Figure 2.14 c the response of an asymmetric aperture to sign changes in odd phase aber-
rations is shown. It shows that, as expected, the ability of measuring odd phase modes is
not affected. Figure 2.14 d has an even phase aberration, again the top and bottom rows
differ in the sign. In contrast to Figure 2.14 b, the PSF for an asymmetric aperture does
show a morphological change when the sign of the even aberration changes, and therefore
allows the retrieval of the complete pupil-plane phase.

Now we show that wavefront sensing with APPs will give similar results. In Fig-
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ure 2.15 a and b the focal-plane intensity responses are shown to an odd and even pupil-
plane phase aberration for an APP designed for a symmetric aperture. As in Figure 2.14,
the APP shows an intensity morphology change for a sign change in the odd phase aberra-
tion (Figure 2.15 a), but for a sign change in the even phase aberration there is no intensity
morphology change (Figure 2.15 b).

This changes for an APP designed for an asymmetric aperture, as shown in Figure 2.15
c and d. Figure 2.15 d shows the focal-plane intensity response to an odd pupil-plane
phase aberration and Figure 2.15 d the response to an even pupil phase aberration. For
both phase aberrations there is an intensity morphology change when the sign of the aber-
ration changes.

2.7.2 Implications for spatial LDFC
Above we discussed the principle behind FPWFS in the context of the coronagraphic
PSFs of the APP, but the same principle applies to maintaining the contrast in the dark
hole, such as electric field conjugation (Groff et al., 2015), speckle nulling (Bordé &
Traub, 2006), or spatial Linear Dark Field Control (LDFC; Miller et al. 2017). Spatial
LDFC maintains the contrast in the dark hole by monitoring the intensity of the bright
field, which can be shown to have a linear response to small phase aberrations. Suppose
the focal-plane electric field Efoc consists of the nominal electric field in the bright field
E0 disturbed by the electric field of the aberration Eab:

Efoc = E0 + Eab, (2.32)

Ifoc = |Efoc|
2 (2.33)

= |E0|
2 + |Eab|

2 + 2<{E0E∗ab}. (2.34)

Assuming that |E0|
2 � |Eab|

2, we can write the intensity change ∆I, compared to the
reference image I0 = |E0|

2, due to the aberration as

∆I = Ifoc − I0 (2.35)
= 2<{E0E∗ab} (2.36)

Writing the electric fields as their real and imaginary components, E0 = a + ib and Eab =

c+id, shows that in order to have a response to the complete electric field of the aberration,
the bright field of the PSF should have real and imaginary components:

∆I = 2(ac + bd). (2.37)

As discussed above, the real component a can be provided by either a known, even phase
aberration such as defocus or by an amplitude asymmetry.

In Miller (2018) spatial LDFC was tested, both in simulation and in the lab, with a
vAPP designed for an even aperture (a = 0). It was indeed observed that the LDFC loop
was more stable when the vAPP image was defocused (a , 0), compared to a focused
image (a = 0). Therefore, adding a pupil amplitude asymmetry, generating a non-zero
a, would allow the LDFC loop to run with a focused vAPP image, having a comparable
stability to the defocused image.
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2.7.3 Derivatives objective function
The phase estimation is performed by minimizing the objective function L defined in
Equation 2.20. The convergence speed and accuracy of the minimization algorithm are
improved when it is provided with the gradients of the parameters it is estimating. For
the estimation the phase is expanded on a truncated mode basis {φi} with αi the estimated
coefficients, and thus the gradient ∂L/∂αi needs to be derived. In addition to the phase
estimation, the algorithm can also estimate the photon number Np, the background level
Nb, the fractional degree of circular polarization v, and the amount of leakage L. There-
fore, the gradients ∂L/∂Np, ∂L/∂Nb, ∂L/∂v, and ∂L/∂L also need to be derived.

The gradient of L to X (X = {αi,Np,Nb, v, L}) is given by

∂L

∂X
=

∑
x

1
σ2

n
[D − M]

∂M
∂X

+
∂R(α)
∂X

, (2.38)

with M the model of the system given by Equation 2.22. Here the dependency of L and
M on (α,Np,Nb, v, L) is omitted for readability. The term R(α)/∂X is only non-zero for
X = αi.

We start with the gradient ∂L/∂αi; with the first step already shown in Equation 2.38,
the derivative of M is

∂M
∂αi

= Np

3∑
j=1

a j(v, L)
∂Ifoc, j

∂αi
, (2.39)

where the sum is over the two coronagraphic PSFs and the non-coronagraphic leakage
PSF, and Ifoc, j is given in Equation 7.11. The derivative ∂Ifoc, j(α)/∂αi is

∂Ifoc, j(α)
∂αi

=
∂Efoc, j

∂αi
E∗foc, j + Efoc, j

∂E∗foc, j

∂αi
. (2.40)

The partial derivatives to the focal-plane electric field Efoc are

∂Efoc, j

∂αi
=

∂

∂αi
C{Epup,j(α)}

=
∂

∂αi
C{Aei(θ j+

∑
k αkφk)}

= C{A
∂

∂αi
ei(θ j+

∑
k αkφk)}, (Leibniz’s integration rule)

= iC{Aφiei(θ j+
∑

k αkφk)}. (2.41)

The partial derivatives to the focal-plane electric field E∗foc is then simply

∂E∗foc, j

∂αi
= −iC{Aφiei(θ j+

∑
k αkφk)}∗. (2.42)

Combining these results, we find for ∂Ifoc, j(α)/∂αi:

∂Ifoc, j(α)
∂αi

=iC{Aφiei(θ j+
∑

k αkφk)}C{Aei(θ j+
∑

k αkφk)}∗

− iC{Aei(θ j+
∑

k αkφk)}C{Aφiei(θ j+
∑

k αkφk)}∗. (2.43)
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The regularization term R(α) that we adopted is fairly simple:

R(α) =
1
2

N∑
k=1

α2
k

kγ
. (2.44)

Here γ is a power that matches the known or assumed power-law distribution of the aber-
rations in the system. The derivative with respect to αi is given by

∂R(α)
∂αi

=
αi

iγ
. (2.45)

Combining the results in Equation 2.38, Equation 2.39, Equation 2.43, and Equation 2.45
gives the final expression for ∂L/∂αi.

Next, the derivatives of M to Np and Nb are

∂M
∂Np

=

3∑
j=1

a j(v, L)Ifoc, j(α), (2.46)

∂M
∂Nb

= 1. (2.47)

The derivative of M to the leakage L is

∂M
∂L

= Np

3∑
j=1

∂a j(v, L)
∂L

Ifoc, j, (2.48)

with the derivatives ∂a j(v, L)/∂L given by

∂a1

∂L
= −

1 + v
2

, (2.49)

∂a2

∂L
=

v − 1
2

, (2.50)

∂a3

∂L
= 1. (2.51)

Finally, the derivative of M to v is

∂M
∂v

= Np

3∑
j=1

∂a j(v, L)
∂v

Ifoc, j, (2.52)

with the derivatives ∂a j(v, L)/∂v given by

∂a1

∂v
=

1 − L
2

, (2.53)

∂a2

∂v
=

L − 1
2

, (2.54)

∂a3

∂v
= 0. (2.55)
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3 | Spatial linear dark field control on
Subaru/SCExAO

Maintaining high contrast with a vAPP coronagraph

Adapted from
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A. Sahoo, V. Deo, N. Jovanovic, F. Martinache, F. Snik, T. Currie

Astronomy & Astrophysics, 646, A145 (2021)

One of the key challenges facing direct exoplanet imaging is the continuous mainte-
nance of the region of high contrast within which light from the exoplanet can be detected
above the stellar noise. In high-contrast imaging systems, the dominant source of aberra-
tions is the residual wavefront error (WFE) that arises due to non-common path aberra-
tions (NCPA) to which the primary adaptive optics (AO) system is inherently blind. Slow
variations in the NCPA generate quasi-static speckles in the post-AO corrected corona-
graphic image resulting in the degradation of the high-contrast dark hole created by the the
coronagraph. In this paper, we demonstrate spatial linear dark field control (LDFC) with
an asymmetric pupil vector apodizing phase plate (APvAPP) coronagraph as a method
to sense time-varying NCPA using the science image as a secondary wavefront sensor
(WFS) running behind the primary AO system. By using the science image as a WFS,
the NCPA to which the primary AO system is blind can be measured with high sensi-
tivity and corrected, thereby suppressing the quasi-static speckles which corrupt the high
contrast within the dark hole. On the Subaru Coronagraphic Extreme Adaptive Optics in-
strument (SCExAO), one of the coronagraphic modes is an APvAPP which generates two
PSFs, each with a 180o D-shaped dark hole with approximately 10−4 contrast at λ = 1550
nm. The APvAPP was utilized to first remove the instrumental NCPA in the system
and increase the high contrast within the dark holes. Spatial LDFC was then operated
in closed-loop to maintain this high contrast in the presence of a temporally-correlated,
evolving phase aberration with a root-mean-square wavefront error of 80 nm. In the tests
shown here, an internal laser source was used, and the deformable mirror (DM) was used
both to introduce random phase aberrations into the system and to then correct them with
LDFC in closed-loop operation. The results presented here demonstrate the ability of the
APvAPP combined with spatial LDFC to sense aberrations in the high amplitude regime
(∼ 80 nm). With LDFC operating in closed-loop, the dark hole is returned to its initial
contrast and then maintained in the presence of a temporally-evolving phase aberration.
We calculate the contrast in 1 λ/D spatial frequency bins in both open-loop and closed-
loop operation, and compare the measured contrast in these two cases. This comparison
shows that, with LDFC operating in closed-loop, there is a factor of ∼3x improvement
(approximately a half magnitude) in contrast across the full dark hole extent from 2 -
10 λ/D. This improvement is maintained over the full duration (10,000 iterations) of the
injected temporally-correlated, evolving phase aberration. This work marks the first de-
ployment of spatial LDFC on an active high-contrast imaging instrument. Our SCExAO

1K.L. Miller and S.P. Bos have contributed equally to this work.
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testbed results show that the combination of the APvAPP with LDFC provides a powerful
new focal plane wavefront sensing (FPWFS) technique by which high-contrast imaging
systems can maintain high-contrast during long observations. This conclusion is further
supported by a noise analysis of LDFC’s performance with the APvAPP in simulation.
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3.1 Introduction

Since the discovery of the first exoplanet over two decades ago, the field of exoplanet
detection has expanded quickly. Today, one of the major goals of modern astronomy is
not just the detection of, but also the direct imaging and characterization of an Earth-
like exoplanet. This feat is not simple. When observed from a distance of 10 pc in the
visible spectrum (0.3 - 1 µm), an Earth - Sun system analog would have an angular sepa-
ration of ∼100 mas and a difference in contrast of ∼ 10−10 (Traub & Oppenheimer, 2010).
Combined, these factors present many technical instrumentation challenges. However,
with today’s large ground-based observatories and advances in coronagraphy and extreme
adaptive optics (ExAO) systems, we can begin to address these issues.

To overcome the massive contrast between star and planet and allow for light from
the planet to be visible, stellar light must be suppressed by many orders of magnitude. To
achieve and maintain this precision stellar suppression, ground-based high-contrast imag-
ing (HCI) systems must also continuously correct wavefront distortions due to the Earth’s
atmosphere. Modern HCI instruments, such as VLT/SPHERE (Beuzit et al., 2019), Mag-
ellan Clay/MagAO-X (Males et al. 2018; Close et al. 2018), Gemini/GPI (Macintosh
et al., 2014), and Subaru/SCExAO (Jovanovic et al., 2015), deploy advanced corona-
graphs to suppress star light and also host ExAO systems consisting of wavefront sensors
(WFSs) and deformable mirrors (DMs) with high actuator counts to measure and correct
wavefront errors. Even after these systems, the dominant noise source for most HCI ob-
servations comes from uncorrected wavefront aberrations which generate a quasi-static
speckle background in the science image.

Wavefront errors that are non-common path to the main WFS are among the primary
limitations that prevent the current generation of HCI instruments from achieving higher
contrast at smaller separations. Non-common path aberrations (NCPA) originate from
instrumental aberrations downstream of the main WFS, and are therefore unsensed and
left uncorrected. These NCPA, and therefore the quasi-static speckles generated in the
science image, slowly evolve during observations as a function of instrumental changes
in temperature, humidity and the gravitational vector (Martinez et al., 2013, 2012). These
speckles limit the contrast achieved by the HCI instrument and consequently reduce the
ability to detect and characterize exoplanets (Racine et al., 1999). It has been shown that
the contrast can be improved in post-processing by exploiting diversity in the data to cali-
brate and subtract the speckle background. There are several forms of diversity which can
be utilized by choosing an appropriate observing technique, some of which also provide
characterization diagnostics. These include angular differential imaging (ADI; Marois
et al. 2006), reference star differential imaging (RDI; Ruane et al. 2019) , spectral differ-
ential imaging (SDI; Sparks & Ford 2002), and polarimetric differential imaging (PDI;
Kuhn et al. 2001). These techniques have enabled the current state-of-the-art HCI system
performance on SPHERE, which can obtain a contrast of ∼ 10−6 at 200 mas in the near-
infrared (NIR; Vigan et al. 2015). While these post-processing techniques are effective at
improving the contrast in the final science images, they are still limited by raw contrast
through photon noise and coherent amplification of speckles. Both RDI and ADI rely on
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the long-term stability of the PSF, but are limited by the quasi-static nature of NCPA to
remove the resulting speckles in post-processing. PDI relies on the polarized signature of
the target, which is usually a small fraction of the total light. And SDI does not have much
leverage at small angular separations. For these reasons, in order to detect and character-
ize companions at small angular separations, it is necessary to actively sense and suppress
these aberrations in real time during observations. The ideal solution is therefore a focal-
plane wavefront sensor (FPWFS) which uses the science image as a secondary WFS to
measure the NCPA.

FPWFS is fully common-path and is capable of sensing the quasi-static speckles to
which the primary WFS is blind. This also eliminates potential chromatic wavefront
errors that could occur between the main WFS and the science focal plane. Using the
science image as its own WFS provides many other benefits as well. Unlike other WFS
such as the modulated pyramid (PyWFS), the curvature (CWFS) and the Shack-Hartmann
(SHWFS), FPWFSs do not suffer from low sensitivity to low-order modes due to photon
noise. FPWFSs maintain constant sensitivity across all separations, allowing for the cor-
rection of low and high-spatial frequencies with equal efficiency (Guyon, 2005). FPWF-
Sing methods which do not require probing can also operate simultaneously with science
observations, resulting in a science duty cycle close to 100%. This means that valuable
exposure time can be fully devoted to science measurements.

Many different FPWFS solutions have been developed, each with their own spe-
cific requirements and performance limitations (Jovanovic et al., 2018). Many of these
techniques provide full phase solutions which require wavefront estimation. To perform
this estimation, many solutions require some version of modulation, which can interrupt
the science observations. Techniques requiring DM modulation, which includes speckle
nulling, COFFEE, and pair-wise probing (Bordé & Traub 2006; Paul et al. 2013; Groff

et al. 2015;Give’on et al. 2007), pollute the dark hole during estimation and cannot be
combined with simultaneous science observations. Other methods can only operate with
specific coronagraph designs. This includes the asymmetric pupil Fourier wavefront sen-
sor, the Zernike phase-mask sensor, the quadrant analysis of coronagraphic images for
tip-tilt sensing (QACITS), and Fast & Furious (Bos et al., 2020; Huby et al., 2015; Mar-
tinache, 2013; N’Diaye et al., 2013). Other techniques rely on specific modifications to
the optical system, such as the holographic modal wavefront sensor(hMWFS) (hMWFS
;Wilby et al. 2017), which requires an optic that generates holographic wavefront sensing
PSFs, and the self-coherent camera (SCC; Baudoz et al. 2005) which utilizes a pinhole.
Some of these methods, including SCC, the hMWFS, QACITS, as well as phase sorting
interferometry (PSI), and the Frazin algorithm utilizing short exposure images, operate
with a 100% science duty cycle (Baudoz et al. 2005; Codona et al. 2008; Wilby et al.
2016; Frazin 2013). The methods described above either require temporal modulation that
lowers the science duty cycle, or have additional hardware requirements that complicate
their implementation. A robust FPWFS would require no hardware beyond the AO sys-
tem’s DM and science camera and be compatible with multiple coronagraph architectures.
Ideally, it would also not require modulation that can interrupt science observations. To
this end, low-order wavefront sensing (LOWFS; Singh et al. 2015) was developed, which
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re-images the starlight rejected by the coronagraph to estimate and control low-order aber-
rations. Unlike previously mentioned techniques, LOWFS does not directly estimate the
wavefront and instead drives the wavefront back to a reference state. LOWFS operates
with light split off from the science optical path and thus does not interrupt the science
observations. As its name suggests, LOWFS is only used for the measurement of low-
order aberrations and cannot be used for sensing higher spatial frequencies. The FPWFS
method we demonstrate here, spatial linear dark field control (LDFC; Miller et al. 2017,
2018; Miller 2018; Miller et al. 2019), is an expansion of the LOWFS technique that can
control higher-order aberrations, operate in the science focal plane without interrupting
science observations, and is compatible with multiple coronagraph designs.

Spatial LDFC utilizes a region of the unsuppressed speckle field opposite the dark
hole to measure variations in intensity induced by small phase aberrations in the pupil.
This region spans the same spatial frequency extent as the dark hole itself and is referred
to as the bright field. Spatial LDFC is not coronagraph-dependent; it requires only a
one-sided dark hole with an unsuppressed bright field on the opposite side of the PSF.
The dark hole can be derived by various methods such as pair-wise probing (electric
field conjugation) or with a coronagraph. In this work we implemented LDFC with the
vector-Apodizing Phase plate (vAPP; Snik et al. 2012, Otten et al. 2017), a pupil-plane
coronagraph that manipulates the phase to dig one-sided dark holes in the point-spread
function (PSF), leaving the other side of the PSF unocculted. This makes the vAPP excel-
lently suited for the implementation of LDFC. As a pupil-plane coronagraph, the vAPP is
placed in a relayed pupil plane conjugate to the optical system’s entrance pupil just as a
Lyot stop is placed in a more traditional Lyot coronagraph. The vAPP optic is a half-wave
liquid crystal layer with varying fast-axis orientation that induces the same but opposite
phase on opposite circular polarization states through the achromatic geometric phase
(Pancharatnam 1956; Berry 1987). As the two circular polarization states receive the
opposite phase, it results in two PSFs with dark holes on opposite sides. The most com-
mon implementation integrates a polarization-sensitive grating (Oh & Escuti 2008; Otten
et al. 2014) in the design to spatially separate the PSFs. Due to manufacturing errors,
an extra, on-axis, non-coronagraphic PSF is generally generated, we refer to this as the
leakage PSF. Recently, we have developed vAPPs that integrate FPWFS by including the
Asymmetric pupil Fourier wavefront sensor (Martinache 2013; Martinache et al. 2016)
in the design (Bos et al., 2019). It is this model of vAPP, referred to as an Asymmet-
ric Pupil vAPP (APvAPP), that is implemented at SCExAO. In section 7.2 we provide
a review of the theory behind LDFC and FPWFS with the APvAPP, that improves this
technique’s sensitivity. In section 6.3 we layout the parameters of our tests of LDFC with
the APvAPP installed at SCExAO. We present the results of LDFC’s operation using the
internal source and implementing quasi-static aberrations by applying an evolving phase
screen on the DM. We conclude with a discussion of the results in section 3.5.
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Table 3.1: Variables presented in section 7.2.

Variable Description
Epup Pupil-plane electric field.
A Pupil-plane amplitude.
θ Pupil-plane phase.
E f oc Focal-plane electric field.
C{·} Fraunhofer propagation operator.
E0 Nominal coronagraph focal-plane electric field.
Eab Aberrated focal-plane electric field.
IBF Bright field intensity.
I0 Nominal focal-plane intensity.
∆I LDFC intensity signal.
a Nominal, real focal-plane electric field.
b Nominal, imaginary focal-plane electric field.
c Aberrated, real focal-plane electric field.
d Aberrated, imaginary focal-plane electric field.
RHad Hadammard focal plane response matrix.
Reigen Eigenmode focal plane response matrix.
Geigen Eigenmode control matrix.
S γ Tikhonov regularization factor.

3.2 Combining spatial LDFC with an APvAPP

3.2.1 Spatial LDFC
As previously mentioned, spatial LDFC is a successor to the LOWFS technique which
was designed to maintain high Strehl by sensing and correcting low-order aberrations,
which predominately affect the PSF core. LDFC operates along similar principles as the
LOWFS but extends the operational spatial frequency domain out to high spatial frequen-
cies where coronagraphs such as the APvAPP generate a region of high contrast in which
light from an exoplanet could be detected. The goal of LDFC is to monitor intensity vari-
ations within this spatial frequency regime to sense and correct higher-order aberrations,
which degrade the contrast within the dark hole. Spatial LDFC maintains the contrast
within the dark hole by monitoring the intensity of the bright field across the same spatial
frequencies, which the dark hole spans. The variables used in this section are summarized
in Table 7.1.

For small phase aberrations, the response of the bright field in intensity is linearly re-
lated to the electric field of the pupil-plane aberration (Miller et al., 2017). To demonstrate
this, we begin with the equation of a pupil-plane electric field Epup:

Epup = Aeiθ, (3.1)

with A the pupil-plane amplitude and θ the pupil-plane phase. In the small phase aberra-
tion regime, we can assume that θ � 1. The pupil plane electric field can therefore be
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reduced to a first order approximation.

Epup ≈ A(1 + iθ) (3.2)

The focal plane electric field response is then the Fraunhofer propagation of this pupil-
plane electric field, with the propagation operator written as C{·} ∝ 1

iF {·} (Goodman,
2005). The resulting focal-plane electric field (Efoc) can then be written as

Efoc = C{Epup}, (3.3)
= C{A} + C{Aiθ}, (3.4)

where C{A} is the nominal electric field (E0) generated across from the dark hole by the
APvAPP coronagraph, and C{Aiθ} is the electric field of some small phase aberration
(Eab). This equation for the focal-plane electric field can therefore be rewritten as:

Efoc = E0 + Eab. (3.5)

The resulting focal-plane intensity is then the modulus squared of the focal-plane electric
field:

Ifoc = |Efoc|
2, (3.6)

= |E0|
2 + |Eab|

2 + 2<{E0E∗ab}. (3.7)

In the bright field, we can assume that |E0|
2 � |Eab|

2. The intensity specifically within the
bright field can therefore be simplified to

IBF = |E0|
2 + 2<{E0E∗ab} (3.8)

where |E0|
2 can be rewritten as I0, which is the reference image derived under ideal con-

ditions. The change in intensity in the bright field ∆I due to an aberration can then be
simplified to

∆I = IBF − I0 (3.9)
= 2<{E0E∗ab} (3.10)

This ∆I is the signal used by spatial LDFC, and its linear dependence on the electric field
of the pupil-plane aberration therefore makes spatial LDFC a linear algorithm. An exam-
ple of the the bright field intensity response as well as the dark hole intensity response to
the same pupil plane aberration is shown in Figure 3.1.

For maintaining dark hole contrast, spatial LDFC presents several benefits over other
methods such as pair-wise probing and speckle nulling (Groff et al. 2015; Bordé & Traub
2006). This technique does not require DM modulation or field probing as it does not rely
on any form of phase estimation. Spatial LDFC relies only on single science images to
measure ∆I and calculate the pupil-plane aberration electric field. For these reasons, spa-
tial LDFC therefore can run with nearly 100% duty cycle and does not interrupt science
observations. This algorithm is able to run fast enough to address not just quasi-static
NCPA, but also faster-moving atmospheric turbulence residuals. However, when running
with the science image at focus, spatial LDFC can suffer from sign ambiguity for even
modes. In the next subsection we describe how the sign ambiguity is overcome.
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3.2.2 FPWFS with the APvAPP
In Equation 3.10 we derived the signal that LDFC uses to estimate the pupil-plane aber-
ration. However, we have to consider that both E0 and Eab are complex quantities, and in
order to extract the complete signal from Eab, we have to set requirements on E0. This
is also extensively covered in Bos et al. (2019), and therefore we will give only a short
overview here.

We start by expanding the electric fields to their real and imaginary components:

E0 = a + ib, (3.11)
Eab = c + id. (3.12)

Using these expansions, we can rewrite Equation 3.10 as:

∆I = 2(ac + bd), (3.13)

which shows, in order to generate a measurable signal for c and d, that a and b have to
be non-zero. When phase-only aberrations are assumed, as shown in Bos et al. (2019),
we understand that c is generated by even aberrations, while d is generated by odd aber-
rations. For E0, which is controlled by the coronagraph design, we find that a can be
generated by a pupil-plane amplitude asymmetry or even pupil-plane phase (e.g. defocus
for phase diversity), and b is generated by even pupil-plane amplitude and odd pupil-
plane phase. Regular PSFs and vAPPs generally have a = 0 due to the geometry of
the pupil-plane amplitude (Bos et al., 2019), making them insensitive to even pupil-plane
phase aberrations (i.e. the sign ambiguity for even phase modes). However, APvAPPs
are designed with a pupil-plane amplitude asymmetry, which gives them a non-zero a and
therefore sensitivity to even modes. A non-zero a could also be realized by adding a de-
focus term to the system, but this cannot be combined with simultaneous coronagraphic
observations.

3.3 Deploying LDFC on SCExAO
We deployed LDFC on Subaru Telescope’s Subaru Coronagraphic Extreme Adaptive Op-
tics instrument (SCExAO)(SCExAO; Jovanovic et al. 2015), which marks the algorithm’s
first deployment on an active high-contrast imaging instrument. In this section, we will
discuss the parameters of our tests at the SCExAO, and the full process of deploying
LDFC on this system. We describe SCExAO and the basics of our set up in subsec-
tion 3.3.1, and the methods by which we derive a good reference PSF in subsection 3.3.2.
Bright pixel selection and the process by which the modal basis set and control matrix are
derived are explained in subsection 3.3.3 and subsection 3.3.4. In subsection 3.3.5, we
describe how quasi-static speckles are introduced into the science image and how LDFC
is deployed in closed-loop. An overview of the parameters used in the SCExAO LDFC
implementation is shown in Table 3.2.
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Table 3.2: Parameters of the SCExAO LDFC implementation presented in section 6.3.

Variable Description
Central wavelength 1550 nm
Filter width 25 nm
Poke amplitude 40 nm
Normalized brightness threshold ≥ 10−4

Control loop gain 0.1
Normalized regularization value 6 · 10−2

Modal gain step mode 150
Modal gain above step 1
Modal gain below step 0.1

3.3.1 Instrument parameters
SCExAO is located downstream of the AO188 instrument (Minowa et al., 2010) at the
Nasmyth platform of the Subaru telescope. SCExAO hosts a Boston Micromachines
(BMC) 2K DM with 45 actuators across the pupil diameter, corresponding to a 22.5 λ/D
control radius in the focal plane. The system’s primary wavefront sensor is a Pyramid
wavefront sensor (Lozi et al., 2019) which operates in the 600-900 nm wavelength range.
The instrument is run by the Compute and Control for Adaptive Optics (CACAO; Guyon
et al. 2018) package which handles the real-time wavefront control. The instrument hosts
multiple coronagraphs architectures, one of which is an APvAPP, used in this demonstra-
tion (Doelman et al., 2017). The SCExAO APvAPP was designed for a raw contrast of
10−5 between 2 to 11 λ/D. Additionally, two phase diversity holograms were also added
for wavefront sensing purposes, which can be seen in the center panel of Figure 3.1. The
amplitude and phase design of the APvAPP are shown in Figure 3.2, which shows that a
natural amplitude asymmetry occurs because a dead actuator has to be blocked. The AP-
vAPP was designed for the JHK bands in which the integral-field spectrograph, CHARIS,
(Groff et al., 2014) downstream of SCExAO, operates. The internal NIR camera, a C-
RED 2, (Feautrier et al., 2017) was used as the FPWFS detector with a narrowband filter
(∆λ = 25 nm) centered around 1550 nm. Each image was 192 × 192 pixels in size
and was acquired with a frame rate of 1.5 kHz. The LDFC algorithm was implemented
on SCExAO in Python and utilized functions within the HCIPy package (Por et al., 2018).

3.3.2 Deriving the reference PSF
LDFC does not provide an absolute phase measurement; instead, it measures intensity
variations relative to an initial reference image. LDFC does not generate the dark hole;
the purpose of this algorithm is to maintain the dark hole contrast achieved in the refer-
ence image. The contrast within the reference image dark hole is considered to be the
ideal case. With LDFC running in closed-loop, the goal is to drive the measured contrast
within the dark hole in the presence of aberrations back to the contrast measured in the
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Figure 3.2: SCExAO APvAPP amplitude and phase design. The design includes a nat-
ural pupil amplitude asymmetry to block a dead actuator. This enables FPWFS with the
APvAPP.

dark hole of the reference image, thereby gaining back the contrast in the reference image.
The deepest contrast recoverable by LDFC is therefore set by the contrast achieved in the
reference image. For this reason, it is imperative to derive a reference image with minimal
aberrations, thereby providing LDFC with the deepest possible contrast to maintain. We
derive this reference PSF by performing an initial wavefront calibration with the method
presented in Bos et al. (2019). This method utilizes a non-linear, model-based algorithm
that derives an absolute wavefront measurement using a modal basis set consisting of the
30 lowest disk harmonics. We run this method for 5 iterations in closed loop with a loop
gain of 0.5 before the LDFC calibration is performed. In five iterations, the raw contrast
in the 2-3 λ/D spatial frequency bin is improved by a factor ∼2 from 6 · 10−4 to 3 · 10−4.
This algorithm derives the stable reference used by LDFC, as shown in Figure 3.3, where
the DM command for this reference is also shown with an RMS WFE of 78 nm.

3.3.3 Bright pixel selection
The linear response of the bright field is what allows us to build a closed-loop control
system, and for this reason, only the bright field pixels are selected from the image to be
used as the WFS. With the SCExAO APvAPP coronagraph, two coronagraphic PSFs are
generated as well as a non-coronagraphic leakage term whose peak intensity is roughly
6% of the maximum intensity of the coronagraphic PSFs and two phase diversity PSFs
with peak intensities of ≤1% of the coronagraphic PSFs. The bright field of both corona-
graphic PSFs are used as the WFS as well as the leakage term and phase diversity PSFs.
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a) b)

Figure 3.3: (a) DM shape derived by the non-linear WFS algorithm with the APvAPP to
remove static, low-order instrumental NCPA, and (b) the resulting corrected focal plane
image used as the reference for spatial LDFC. The colorbar shows normalized intensity.

To increase the SNR of the signal at higher spatial frequencies, the exposure time is in-
creased; however this leads to saturation at the PSF core for the coronagraphic PSFs. The
saturated pixels within the cores are then removed from the field selected for the WFS,
which results in a loss of sensitivity to low-order modes. By using the much dimmer,
unsaturated leakage term and phase diversity PSFs, we can then regain access to the low-
order modes as well. We also limit our bright field to the control radius of the DM which,
for SCExAO’s BMC 2K DM, is 22.5 λ/D. Outside of the saturated PSF cores and within
the DM control radius, pixels with a normalized value ≥ 10−4 are selected for use in the
response matrix. The full map of bright field pixels used as the LDFC WFS is shown in
Figure 3.4.

3.3.4 Modal basis set and control matrix

The modal basis set for LDFC is a set of modes derived independently for each system
on which it is deployed. It is not a simple Zernike or Fourier mode set. Since the goal
of LDFC is to precisely control a range of spatial frequencies across the full expanse of
the dark hole, we derive a set of orthogonal modes based on the focal plane response
to a series of Hadamard modes MHad (Kasper et al., 2004). Unlike single influence func-
tions, Hadamard modes have a high variance-to-peak ratio. The focal plane SNR response
strength goes with variance (not peak), and the limited linear range of LDFC limits the
peak value that can be applied. For these reasons, we use Hadamard modes rather than
influence functions to ‘poke’ the DM and register the response in the focal plane to build
the Hadamard response matrix (RHad). For this work, a poke amplitude (ap) of 40 nm was
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Figure 3.4: Bright field pixels used for the LDFC WFS. These pixels were chosen on
three criteria: for being unsaturated, within the DM control radius, and for their linear
response to small phase aberrations in the pupil.
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chosen. The Hadamard response matrix is then determined by:

∆Ii =
I+
i − I−i
2ap

, (3.14)

Rhad =

 | |

∆I1 . . . ∆IN

| |

 , (3.15)

with I+
i and I−i the flattened focal-plane intensities, selected by the bright pixel map, for

the positive and negative actuations of the ith Hadamard mode, respectively, and ∆Ii the
subsequent differential intensity response to the ith mode. The modal basis set for LDFC,
which we refer to as eigenmodes (Meigen), is then derived from the singular value decom-
position (SVD) of RHad such that:

RHad = UHadS HadV∗Had, (3.16)
Meigen = MHadV∗Had. (3.17)

These eigenmodes are then an orthogonal modal basis set ordered by spatial frequency
(from lowest to highest frequency) from which we can then select the frequencies we
wish to control. This is particularly useful when the control radius set by the number of
actuators across the DM is larger than the outer working angle (OWA) of the coronagraph;
in other words, when the highest spatial frequency the DM control exceeds the greatest
spatial frequency spanned by the dark hole. This is the case with the SCExAO APvAPP
where the DM control radius is 22.5λ/D, and the OWA of the APvAPP is only 11λ/D.

With this set of eigenmodes, we then derive the response matrix Reigen used for LDFC
closed-loop operation. The DM is ‘poked’ with the eigenmodes, and the resulting focal
plane images recorded in a process similar to Equation 3.14 and Equation 3.15. Examples
of these eigenmodes are shown in Figure 3.5. The same bright pixel map is again used
to select only pixels above a set intensity threshold, which sets the maximum spatial fre-
quency that we control. This series of filtered focal images in response to the eigenmodes
is then the final LDFC response matrix Reigen. From this response matrix, the control ma-
trix is then derived.

To build the control matrix, Geigen, the response matrix Reigen is inverted via SVD with
the implementation of a Tikhonov regularization scheme to suppress the noisier higher
spatial frequency modes. The singular value decomposition of Reigen can be written as:

Reigen = UeigenS eigenV∗eigen, (3.18)

with Ueigen the WFS eigenmodes, S eigen a diagonal matrix with along the diagonal the
singular values of the eigenmodes, and Veigen the DM eigenmodes. The pseudo-inverse is
therefore:

R†eigen = VeigenS γU∗eigen, (3.19)

where S γ is the Tikhonov regularization term which suppresses singular value compo-
nents that are small relative to the selected α. This regularization term is written as:

S γ = diag
{

s2
i

s2
i + γ

1
si

}
, (3.20)
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with si the ith singular value, and this simply becomes the pseudo-inverse S † when γ = 0.
In this process, the singular values of the SVD are plotted (as shown in Figure 3.6), and
from these values, we select a modal cutoff point; modes beyond this cutoff are suppressed
in the inversion. For this work we set γ = 6 · 10−2, which regularizes the modes above
mode number 436. This value for γ was determined empirically by observing the stability
of LDFC during closed-loop tests.

As the SNR drops off further out from the PSF core, the DM shape correction derived
by LDFC to cancel an aberration can be distorted by noise in the lower SNR, higher fre-
quency modes. To overcome this issue, we implement modal gain binning. As previously
mentioned, the eigenmode basis set Meigen, is ordered from low to high spatial frequency
modes. For this reason, it is simple to implement a gain vector which gives more weight
to the correction generated by the higher SNR, low-order modes and less weight to the
lower SNR, high-order modes. In this way, we can mitigate issues caused by erroneous,
low SNR measurements derived at the higher spatial frequencies. In these tests, our modal
gain vector was set to give full weighting (gmodal = 1) to the first 150 modes in our basis
set, and a weighting of 0.1 to the rest of the modes. Note that this modal gain vector is
not the final gain. The modal gain vector is multiplied by a total loop gain as well which,
for these tests was set to be gloop = 0.1.

3.3.5 LDFC closed-loop operation

As described in the previous subsections, the procedure for setting up and calibrating
LDFC proceeds as follows: generating the reference image, selecting the bright pixels
for use as the WFS, deriving the modal basis set, and finally, building the control matrix.
Once this calibration was completed, the next step was to attempt to run the algorithm in
closed-loop with realistic atmospheric phase residuals. For our demonstration of LDFC,
we generated quasi-static speckles in the science image plane using the BMC 2K DM.
The DM was therefore both the aberration generator as well as the aberration corrector.
By using the DM in this way, we were able to control the spatial frequency content of
the induced aberrations and ensure the formation of speckles across the full extent of the
dark hole. This technique also gave us access to both the injected aberration as well as
the LDFC-derived correction. This allowed us to track the RMS wavefront error (WFE)
of the open-loop aberration and compare this to the residual RMS WFE while running in
closed-loop. This comparison is discussed further in section 4.3.

To simulate realistic atmospheric phase residuals, we generated a random, temporally
evolving phase aberration which we applied on the DM. This aberration was generated as
a cube in which each slice was the next step in the aberration evolution. Implementing the
phase aberration in this way allowed us to set the temporal correlation between each step
as well as the spatial frequency content. In order to emulate atmospheric residuals rather
than telescope jitter, the evolving aberration was generated with a 1

f α power spectrum,
where α = 4, giving the aberration sequence high temporal correlation . Control over the
spatial frequency content allowed us to ensure that quasi-static speckles were generated
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Figure 3.6: Normalized singular values for all 2500 modes generated by the SVD of
the eigenmode response matrix Reigen. All modes that have a normalized singular value
below 6 · 10−2 are suppressed by the Tikhonov regularization. In implementing modal
gain binning a gain gmodal = 1 was given to the first 150. All modes above mode 150 were
given a modal gain gmodal = 0.01.
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across the full dark hole. The spatial frequency content was defined by a PSD given by
1
kβ law with β = 1.1. The aberration was given an RMS amplitude of ∼ 80 nm; these tests
were therefore in the high amplitude regime for atmospheric residuals and just within the
linear regime limit for LDFC which is at ∼ 100 nm. CACAO has 12 software channels on
which a shape can be written. These channels are then summed, and the summed total is
the shape that is then applied to the DM surface. Our aberration was implemented on one
software channel on the DM and allowed to run first in open-loop with no correction for
comparison. The same aberration was implemented in closed-loop with LDFC actively
sensing the aberration and applying the proper correction to a separate channel on the
DM. To demonstrate LDFC closed-loop operation, the aberration was applied on one DM
channel. Ten images were taken at the science camera and averaged, the LDFC correction
was derived, and the correction was then written on a separate channel of the DM. The
following section shows results of these closed-loop tests over the course of a 10,000 step
evolving phase aberration.

3.3.6 Noise analysis for LDFC with the SCExAO APvAPP

In the following figures, we present a noise analysis in simulation for LDFC with the
SCExAO APvAPP. The same parameters used for the tests described previously in this
section were used to generate Figure 3.7 and Figure 3.8. In these simulations, a model
of the SCExAO APvAPP and the BMC 2k DM were implemented, the latter with 50 ac-
tuators across the full diameter. Hadamard modes were projected onto this DM model
and used to build the eigenmode basis set. The resulting 2500 eigenmode basis set was
then truncated to 436 modes as was done in the bench tests. This smaller modal basis
was used to build the simulated response matrix Reigen and control matrix Geigen just as
on the SCExAO bench. Modal gain binning was then implemented as well, with gain
gmodal = 1 applied to the first 150 modes, and gain gmodal = 0.01 applied to all subsequent
modes. The total loop gain, gloop, was set to 1 for this simulation in order to allow for
faster convergence. The same bright pixel map was chosen for the simulation tests as well.

This analysis was completed for a series of incident photon numbers (Np) ranging
from 103 to 108. For these tests, Np was set, and the LDFC algorithm was then calibrated
and tuned with the parameters described above. A random aberration consisting of a lin-
ear sum of eigenmodes was generated and implemented on the model DM. LDFC was
then run in closed-loop at a speed of 1 kHz for 20 iterations, long enough to allow the
loop to converge. For each Np, 100 different random aberrations, all with an 80 nm RMS
WFE, were generated, and the loop given 20 iterations to run. The results of these tests
are shown in Figure 3.7 and Figure 3.8.

In Figure 3.7, the average residual RMS WFE per closed-loop iteration from all 100
randomly generated aberrations is plotted for each Np level. The error bars give the stan-
dard deviation of the average residual RMS WFE at each loop iteration across the set of
100 random aberrations. This plot shows that, for values of Np between 108 − 106, LDFC
converges to ≤ 1 nm RMS WFE. This should be noted that this is an ideal case as the
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induced aberrations consist solely of linear sums of modes from the eigenmode basis set.
In Figure 3.8, the data from Figure 3.7 is further reduced to show the average resid-

ual RMS WFE to which the loop converged for each Np level over all 100 aberration
tests. The error bars denote the standard deviation in the residual RMS WFE to which the
loop converges across all 100 aberration cases. Plotted alongside the measured data RMS
WFE data is the function 1√

Np
, representing pure photon noise. This plot clearly shows

that the measured residual RMS WFE vs Np fits the 1√
Np

line. LDFC with the SCExAO

APvAPP is therefore photon noise-limited. Bos et al. (2019) performed a very similar
analysis for the SCExAO APvAPP, but with a non-linear model-based wavefront sensing
algorithm reconstructing the thirty lowest Zernike modes. The results presented in Fig-
ure 3.8 closely match what was found in Bos et al. (2019), with some small differences in
residual RMS WFE due to the differences in implementation between the two algorithms.

It should be noted here that this analysis was performed using the same parameters
as the SCExAO bench tests and models of the bench hardware (e.g. the APvAPP and
the DM), but in an ideal case where the only source of noise was photon noise. In this
simulation-based analysis, the loop speed was set to 1 kHz. This is not the speed at which
the loop runs in the tests presented in this paper. The reason for this is not a theoretical
limitation. The Python implementation of the algorithm is currently limited to a loop
speed of ∼ 2 Hz due to the slow image co-alignment algorithm currently being used.
New code adaptations will soon allow for increased speed in the deployment of LDFC on
SCExAO.

This analysis was done for an ideal case where the introduced aberration is a lin-
ear sum of the eigenmode basis set. In this case, the residual RMS WFE is sub-nanometer
for high flux (Np = 108). When the aberration introduced is random and not a linear sum
of eigenmodes, as is the case for the results shown in section 4.3, the residual RMS WFE
does not converge to the same point, even though the dark hole contrast does return to the
contrast achieved in the reference. It is hypothesized that this is due to the existence of
high-spatial frequencies in the random introduced aberration that fall outside of the se-
lected bright field and are therefore poorly-sensed or unsensed by LDFC. It will be shown
in section 4.3 that this does not affect LDFC’s ability to control and maintain the contrast
within the OWA of the APvAPP coronagraph.

3.4 Results

The results presented here demonstrate the ability of spatial LDFC to sense and correct
evolving aberrations in the high amplitude regime (∼ 80 nm) behind an AO system with
an APvAPP coronagraph. With LDFC operating in closed-loop, the dark hole, degraded
by the introduction of quasi-static speckles, is returned to the ideal contrast of the ref-
erence image and maintained in the presence of a temporally-evolving phase aberration.
To demonstrate the power of LDFC to sense and suppress quasi-static speckles, in Fig-
ure 3.9 a and b we show two images for comparison, each an average of 10,000 images.
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Figure 3.7: Closed-loop performance for each Np level showing the average residual RMS
WFE over all 100 randomly generated aberrations vs loop iteration. The error bars give
the standard deviation of the average residual RMS WFE at each loop iteration across the
set of 100 random aberrations. As expected, as Np increases, the average residual RMS
WFE, as well as the stand deviation from the mean, decreases. For values of Np between
108 − 106, the RMS WFE converges to ≤ 1 nm.
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Figure 3.8: Average residual RMS WFE as a function of Np. Error bars denote the stan-
dard deviation in the residual RMS WFE across all 100 aberration cases. The dotted line
plots the pure photon noise case 1√

Np
. The fit of this function to the measured data shows

that LDFC with the SCExAO APvAPP is photon noise-limited.
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Figure 3.10: The average contrast over the full 10,000 iterations calculated for each 1 λ/D
hemispherical bin in both the upper and lower dark holes. The plots show the average
contrast per spatial frequency bin in the aberrated open-loop state, post-LDFC correction
in closed-loop, and the ideal contrast measurement expected from the reference image.
Error bars are given for the closed-loop LDFC contrast measurements denoting the stan-
dard deviation of the contrast measured in each 1 λ/D bin for the full 10,000 iterations.
This plot clearly shows that running LDFC in closed-loop drives the dark hole contrast
back to its initial state as measured in the reference image.

Figure 3.9 a shows the average in open-loop with our temporally evolving phase aberra-
tion induced on the DM. While in Figure 3.9 b we show the average of 10,000 images
taken with the same aberration being induced on the DM, but now in closed-loop with
LDFC operating. It can be seen in the comparison of these two images that the quasi-
static speckles are greatly reduced in the closed-loop case. The difference between the
two cases is even more pronounced when the reference image is subtracted from both
averaged images. The reference subtracted is shown in Figure 3.9 c and d, where all the
that is left in each image are the speckles averaged over 10,000 images in the open-loop
and closed-loop cases. Here it becomes very clear how well LDFC reduces the speckles
within the unsaturated regions of the image within the dark hole.

To analyze the algorithm’s performance by spatial frequency, the dark hole was di-
vided into 1 λ/D spatial frequency bins. The contrast was calculated separately in each
bin for both open-loop and closed-loop operation. The closed-loop performance can then
be compared to open-loop at low, intermediate, and high spatial frequencies across the
dark hole. Analyzing the average contrast in the averaged images shown in Figure 3.9
reveals that, with LDFC operating in closed-loop, there is a factor of ∼3x improvement
(approximately a half magnitude) in contrast across the full dark hole extent from 2 -
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Figure 3.11: Reduction and stabilization of the RMS wavefront error in the pupil plane
following compensation for bench drift. The test presented here took approximately 1
hour and 24 minutes to complete (loop speed was ∼2 Hz).

10 λ/D. The improvement in contrast is shown per spatial frequency across the averaged
images in Figure 3.10. This improvement is maintained over the full duration (10,000
iterations) of the injected temporally-correlated, evolving phase aberration. The LDFC
implementation presented in this work has a loop speed of ∼2 Hz, which means that these
tests took approximately 1 hour and 24 minutes to complete. To demonstrate temporal sta-
bility of the dark hole contrast, we divided the dark hole into spatial frequency bins and
measured the contrast at each step of the 10,000 iterations. These results are presented
in Figure 3.12, where a single spatial frequency has been selected as a representative of
the performance at low, mid, and high spatial frequencies. These results show that LDFC
is capable of suppressing quasi-static speckles and stabilizing the dark hole contrast over
the course of an observation. We also show this stability by analyzing the aberrations and
corrections applied to the DM. In Figure 3.11 we plot the RMS WFE of both the open-
loop aberration applied as well as the RMS WFE in closed-loop. The initial aberration
has an RMS WFE of 80 nm which is reduced by LDFC to an average of 55 nm. The RMS
WFE of the LDFC-corrected wavefront holds steady across the full 10,000 iterations.

3.5 Discussion and Conclusions

Spatial linear dark field control and asymmetric pupil vector-Apodizing Phase Plate coro-
nagraphs make up a class of powerful new FPWFS techniques that will allow the large
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c) High-spatial frequency regime: 9 � 10 �/D

Figure 3.12: Temporal evolution of the contrast level showing the convergence and sta-
bilization of the dark hole contrast in closed-loop over 10,000 iterations of a temporally-
correlated and evolving phase aberration. The three figures show the performance of the
algorithm at 3 spatial frequencies within the dark hole: in a low-spatial frequency regime
(3 - 4 λ/D), at mid-spatial frequencies (6 - 7 λ/D), and at high-spatial frequencies (9 - 10
λ/D) near the OWA of the dark hole.
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ground-based telescopes of today and the ELT’s of tomorrow to achieve the high-contrast
imaging milestones for which they were designed. Combining spatial LDFC with AP-
vAPPs on SCExAO, we have demonstrated here that these two complementary techniques
are capable of sensing the quasi-static speckles in the final focal plane that are generated
by low-amplitude, temporally-evolving non-common path errors to which the primary
AO system is blind. Without FPWFS, these quasi-static speckles would dominate within
the dark hole and degrade the high-contrast delivered by the vAPP coronagraph within
the static dark hole.

These promising results on SCExAO in the high amplitude aberration regime are com-
plemented by similar tests in the low amplitude aberration regime demonstrated recently
in the lab at NASA Ames. Spatial LDFC was shown to work in a stable lab environment
at deeper contrast levels (∼ 10−7 − 10−6) for phase aberrations with varying spatial fre-
quency content (Currie et al., 2020). The results from SCExAO show that a combination
of the APvAPP with spatial LDFC is not only a powerful, but very robust wavefront sens-
ing tool which can be deployed on multiple instruments in their current state. The list of
instruments includes Subaru/SCExAO (Doelman et al., 2018), Magellan Clay/MagAO-X
(Miller et al., 2018) and VLT/ERIS (Boehle et al., 2018), all of which host APvAPPs as
one of their coronagraphic mode.

To prevent spectral smearing by the integrated polarization-sensitive gratings in most
of the current vAPP designs, they are mainly used with narrowband filters or integral-
field spectrographs. For example, the results presented in this work were obtained with a
∆λ = 25 nm filter (around 1550 nm). However, due to the faint nature of exoplanets it is
preferred to observe them in broadband filters to maximize the sensitivity. Therefore, next
steps for this work include implementing broadband wavefront control with spatial LDFC
behind vAPPs that can operate in broadband filters (Bos et al., 2018). The current Python
implementation of the algorithm is limited to a loop speed of ∼ 2 Hz, which was sufficient
for the results presented here, but needs to be improved for on-sky deployment. As was
shown in the noise analysis presented in subsection 3.3.6, this is not a theoretical limita-
tion. LDFC with an APvAPP is a photon noise-limited algorithm and can, in theory, run
at least at 1 kHz under the conditions presented in this paper. We therefore expect future
software upgrades to greatly increase the loop speed. Increasing the speed will also allow
us to address not only NCPA, but faster moving chromatic terms in residual atmospheric
turbulence as well. We also intend to implement spatial LDFC within the compute and
control for adaptive optics (CACAO) open source package, thereby making it available
to observers in the future. Use of the open source CACAO package will also allow for
easy deployment of this algorithm on other systems such as MagAO-X on the Magellan
Clay Telescope and the Keck Planet Imager and Characterizer (KPIC; Jovanovic et al.
2019) on the Keck Telescope. The results shown here establish that the combination of
the APvAPP with spatial LDFC provides a powerful new FPWFS technique by which
high-contrast imaging systems can maintain high-contrast during long observations, and
marks the first deployment to an active instrument. On-sky results at Subaru will follow
soon, and deployment on MagAO-X is expected in the coming year.
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4 | First on-sky demonstration of spatial
Linear Dark Field Control with the
vector-Apodizing Phase Plate at
Subaru/SCExAO
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submitted to Astronomy & Astrophysics

One of the key noise sources that currently limits high contrast imaging observa-
tions for exoplanet detection is quasi-static speckles. Quasi-static speckles originate from
slowly evolving non-common path aberrations (NCPA). NCPA are related to the different
optics encountered in the wavefront sensing path and the science path, and also have a
chromatic component due to the difference in the wavelength between the science camera
and the main wavefront sensor. These speckles degrade the contrast in the high-contrast
region (or dark hole) generated by the coronagraph and are challenging to calibrate in
post-processing. The purpose of this work is to present a proof-of-concept on-sky demon-
stration of spatial Linear Dark Field Control (LDFC). The ultimate goal of LDFC is to
stabilize the PSF by addressing NCPA using the science image as additional wavefront
sensor. We combine spatial LDFC with the Asymmetric Pupil vector-Apodizing Phase
Plate (APvAPP) on the Subaru Coronagraphic Extreme Adaptive Optics system at the
Subaru Telescope. To allow for rapid prototyping and easy interfacing with the instru-
ment LDFC was implemented in Python. This limited the speed of the correction loop
to approximately 20 Hz. With the APvAPP, we derive a high-contrast reference image to
be utilized by LDFC. LDFC is then deployed on-sky to stabilize the science image and
maintain the high-contrast achieved in the reference image. In this paper, we report the
results of the first successful proof-of-principle LDFC on-sky tests. We present results
from two types of cases: (1) Correction of instrumental errors and atmospheric residuals
plus artificially induced static aberrations introduced on the deformable mirror and (2)
correction of only atmospheric residuals and instrumental aberrations. When introduc-
ing artificial static wavefront aberrations on the DM, we find that LDFC can improve the
raw contrast by a factor 3–7 over the dark hole. In these tests, the residual wavefront
error decreased by ∼50 nm RMS, from ∼90 nm to ∼ 40 nm RMS. In the case with only
residual atmospheric wavefront errors and instrumental aberrations, we show that LDFC
is able to suppress evolving aberrations that have timescales of < 0.1–0.4 Hz. We find
that the power at 10−2 Hz is reduced by factor ∼20, 7, and 4 for spatial frequency bins
at 2.5, 5.5, and 8.5 λ/D, respectively. We have identified multiplied challenges that have
to be overcome before LDFC can become an integral part of science observations. The
results presented in this work show that LDFC is a promising technique for enabling the
high-contrast imaging goals of the upcoming generation of extremely large telescopes.
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4.1 Introduction

Direct imaging of exoplanets is an exciting and rapidly developing research field but has
many technical challenges that still need to be solved. Current ground-based high-contrast
imaging (HCI) systems, such as Subaru/SCExAO (Jovanovic et al., 2015), VLT/SPHERE
(Beuzit et al., 2019), Gemini/GPI (Macintosh et al., 2014), and Magellan Clay/MagAO-X
(Males et al., 2018), are complex instruments that deploy extreme adaptive optics (XAO)
systems to correct wavefront aberrations from the Earth’s atmosphere and advanced coro-
nagraphs to suppress star light. The goal of these systems is to reveal exoplanets at small
angular separations (< 1”) and high contrast (< 10−4). An XAO system consists of a
primary wavefront sensor (WFS), such as the Shack-Hartman (Platt & Shack, 2001) or
Pyramid (Ragazzoni, 1996) WFS, and a deformable mirror (DM) with high actuator count
for wavefront correction. The current state-of-the-art performance in the near-infrared
(NIR) is a post-processed contrast of ∼ 10−6 at 200 milliarcseconds by VLT/SPHERE
(Vigan et al., 2015). The current HCI systems are capable of imaging young jovian plan-
ets on outer solar system-like scales around nearby stars (Chauvin et al., 2017; Macintosh
et al., 2015; Marois et al., 2008).

However, one of the limitations of these systems are aberrations that originate from
manufacturing limitations and misalignments in the optics downstream of the main WFS,
and can therefore not be sensed by this WFS. We refer to these aberrations as non-
common path aberrations (NCPA). During observations, the temperature, humidity, and
gravitational vector slowly change, and with them the NCPA slowly evolve, resulting
in quasi-static speckles in the science image (Martinez et al., 2013, 2012; Milli et al.,
2016). These quasi-static speckles are a noise source (referred to as speckle noise; Racine
et al. 1999) that prevent HCI instruments from reaching their full contrast at small angu-
lar separations as current observation strategies and post-processing methods have trouble
completely removing them. Furthermore, as the wavelength of the science observations is
generally different from the sensing wavelength of the main WFS, the residual wavefront
error can also have a chromatic component (Guyon et al., 2018a). The ideal solution is
to utilize the science image as a focal plane wavefront sensor (FPWFS) to measure the
NCPA. Many different FPWFSs have been developed, and an overview is presented in
Jovanovic et al. (2018).

In this work we present the first on-sky proof-of-principle demonstration of such
a focal-plane wavefront sensing algorithm: spatial Linear Dark Field Control (LDFC;
Miller et al. 2017, 2021, 2019). There is also a spectral LDFC variant (Guyon et al., 2017),
which is not considered here, and therefore we will refer to spatial LDFC as LDFC. LDFC
is a PSF stabilization technique that aims to lock the wavefront and maintain the deepest
possible contrast achieved within the dark hole (DH; the region in which star light is sup-
pressed by the coronagraph and XAO system) of a reference image. One major advantage
is that speckle noise, the current limiting noise source in HCI, is suppressed, which can
lead to tremendous gains in post-processed contrasts. LDFC monitors the light outside of
the DH in the area we refer to as the bright field (BF), and uses intensity variations in the
BF to derive corrections that remove the wavefront aberrations that would otherwise pol-
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Figure 4.1: Schematic of the vAPP coronagraph. A pupil-plane optic that manipulates
phase to generate two coronagraphic PSFs with opposite dark holes. Due to manufactur-
ing errors, an extra, on-axis, non-coronagraphic leakage PSF is generated as well. Figure
adapted from Bos et al. (2019).

lute the DH. It has several benefits over other techniques like pair-wise probing (Give’on
et al., 2011) and speckle nulling (Bordé & Traub, 2006): 1) it is more time efficient, as
it does not require multiple DM commands to derive the appropriate correction, and 2) it
only monitors the BF and does not need to perturb the DH to derive a wavefront estimate
(contrary to pair-wise probing and speckle nulling). For example, Currie et al. (2020a)
demonstrated in lab experiments, under circumstances representative for space-based ob-
servatories, that LDFC recovers the initial contrast in 2-5 fewer iterations and 20-50 less
DM commands compared to classical speckle nulling.

We implemented LDFC with the vector-Apodizing Phase Plate coronagraph (vAPP;
Snik et al. 2012) installed on SCExAO (Doelman et al., 2017). The vAPP is a pupil-
plane coronagraph that manipulates phase to generate one-sided dark holes in the PSF
and retains the BF, as shown in Figure 4.1. It is implemented as a liquid crystal half-wave
retarder optic that has a varying fast-axis orientation which introduces the apodizing phase
by means of the achromatic geometric phase (Pancharatnam 1956; Berry 1987). Due to
the geometric phase, the opposite circular polarization states will receive opposite phase
(Kim et al., 2015), and therefore the vAPP will generate two PSFs that have DHs on oppo-
site sides, which are separated by integrating polarization sensitive gratings in the design
(Otten et al., 2014). Note that the two coronagraphic PSFs have opposite circular polar-
ization, and that, when the degree of circular polarization is non-zero, these two PSFs
will not have the same brightness. Due to inevitable retardance errors in the half-wave
retarder design, a third but small, non-coronagraphic, on-axis PSF is generated, which
is generally referred to as the leakage PSF. To enable FPWFS, we use the Asymmetric
Pupil vAPP (APvAPP) variant that integrates a pupil-plane amplitude asymmetry in the
design (Bos et al., 2019). The pupil-plane amplitude asymmetry (Martinache, 2013) lifts
the well-known sign ambiguity of even pupil-plane phase aberrations (Gonsalves, 1982;
Paxman et al., 1992), and therefore allows LDFC to measure both odd and even pupil-
plane phase aberrations.

The outline of this paper is as follows. In section 4.2 we present a short introduction
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Table 4.1: Variables presented in section 4.2.

Variable Description
E f oc Focal-plane electric field.
E0 Nominal coronagraph focal-plane electric field.
Eab Aberrated focal-plane electric field.
IBF Bright field intensity.
IDH Dark hole intensity.
I0 Nominal focal-plane intensity.
∆I LDFC intensity signal.
Geigen Eigen mode control matrix.
Mhad Hadamard mode basis.
Meigen Eigenmode mode basis.
RHad Hadammard focal plane response matrix.
Reigen Eigen mode focal plane response matrix.
S γ Tikhonov regularization matrix.
γ Regularization value.
si Singular value of mode i.

to LDFC and how it is implemented on SCExAO. Then in section 4.3 we present and
analyze the first proof-of-principle on-sky results. We discuss the results and conclude in
section 4.4. All important variables used in this article are summarized in Table 7.1.

4.2 LDFC at SCExAO

4.2.1 Principle
LDFC relies on the linear response of the focal-plane intensity to phase aberrations in the
pupil over a finite range of amplitudes to build a closed-loop control system. Specifically,
it focuses on maintaining contrast within the entire DH, which requires LDFC to measure
a response over the spatial frequencies that cover the DH. Here we show, in short, which
regions in the focal-plane are selected by LDFC. A more extensive discussion is presented
in Miller et al. (2021). In the small aberration regime (phase � 1 radian) we can write
the focal-plane intensity I f oc as:

I f oc = I0 + Iab + 2<{E0E∗ab}, (4.1)

with E0 and I0 = |E0|
2 the nominal focal-plane electric field and intensity respectively,

Eab and Iab = |Eab|
2 the electric field and intensity generated by the aberrations, and<{E}

the real part of E. Note that E0 and Eab are complex quantities. As in the DH the nominal
focal-plane electric field is strongly suppressed by the coronagraph, we can assume that
Eab � E0, and therefore the intensity IDH is given by:

IDH = |Eab|
2 + 2<{E0E∗ab}, (4.2)
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which has a quadratic response to aberrations and is therefore unsuitable to be used by
LDFC. In the BF, which is the region outside of the DH, we can assume that E0 � Eab,
resulting in the intensity IBF :

IBF = I0 + 2<{E0E∗ab}, (4.3)

which has a linear response to changes in Eab. Subtracting an unaberrated reference
image I0 from Equation 4.3 gives the signal that can be used to build a closed-loop control
system:

∆I = IBF − I0 (4.4)
= 2<{E0E∗ab} (4.5)

However, as discussed in Bos et al. (2019) and Miller et al. (2021), Equation 4.5 will
only give a response to both odd and even wavefront aberrations when E0 has real and
imaginary components. The APvAPP integrates a pupil-plane amplitude asymmetry in
its design (Bos et al., 2019), therefore has a E0 with real and imaginary components, and
is one of the most suitable coronagraphs to be used with LDFC.

4.2.2 SCExAO
We implemented LDFC on the Subaru Coronagraphic Extreme Adaptive Optics (SCExAO;
Jovanovic et al. 2015) system, which is a HCI instrument located on the Nasmyth plat-
form of the 8.2 meter Subaru telescope. It operates downstream of the AO188 system
(Minowa et al., 2010), which provides an initial, low-order correction to the incoming
wavefront. The main WFS of SCExAO is a visible Pyramid wavefront with an opera-
tional wavelength range of 600-900 nm (Lozi et al., 2019). SCExAO’s DM is a Boston
Micromachines DM with 45 actuators across the pupil, giving the instrument the ability
to correct at separations up to 22.5λ/D (∼ 1” at 1.65 µm) in the focal plane. SCExAO can
reach residual root-mean-square (RMS) wavefront errors (as reported by the AO teleme-
try) as good as ∼70 nm (Currie et al., 2018). The real-time control is handled by the
Compute and Control for Adaptive Optics (CACAO; Guyon et al. 2018b) package. It has
12 software channels to write DM commands to, which can be used by additional WFSs
(like LDFC) or to apply static wavefront aberrations for testing purposes. CACAO au-
tomatically calculates reference offsets at high speed (∼ 2 kHz) to prevent the Pyramid
WFS from correcting the additional DM commands.

In addition to enabling high-contrast science (e.g. Goebel et al. 2018; Lawson et al.
2020; Currie et al. 2020b), SCExAO is serving as a technology demonstration testbed and
tested many different FPWFSs on-sky (Martinache et al. 2014; Martinache et al. 2016;
N’Diaye et al. 2018; Bos et al. 2019; Vievard et al. 2019; Bos et al. 2020). We use the
vAPP coronagraph (Doelman et al. 2017; Miller et al. 2021) for the tests presented in this
work. It was designed to provide a raw contrast of 10−5 between 2 and 11 λ/D for J-,
H-, and K-band. To prevent spectral smearing by the polarization grating in the design,
the vAPP can only operate with narrowband filters or an integral-field spectrograph (IFS).
For FPWFS tests we use the narrowband filter (λ = 1550 nm; ∆λ = 25 nm), and science
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observations use the IFS CHARIS (Groff et al., 2014) that operates in J- to K-band. FP-
WFS with this vAPP is enabled by two phase diversity holograms encoded in the design,
as well as the pupil-plane amplitude asymmetry that was added to block a dead actuator
(Bos et al., 2019). The camera used for LDFC was the internal NIR camera (C-RED 2;
Feautrier et al. 2017) and was set to provide images with a size of 128×128 pixels. The
pixel scale of the detector is 15.6 milliarcseconds per pixel, and therefore the PSF was
sampled at ∼2.6 pixels per λ/D. The images are aligned with a numerical reference PSF
to eliminate tip/tilt errors. LDFC is implemented in Python, which allows for rapid proto-
typing and easy interfacing with the instrument, and uses the HCIPy package (Por et al.,
2018). The current implementation of LDFC runs at approximately 20 Hz, limited by the
speed of the algorithm used for co-aligning each image and the matrix-vector multiplica-
tion in the wavefront control loop. This speed is still sufficient for on-sky demonstration
and stabilization of slowly evolving aberrations. The control loop is implemented with a
leaky integrator (Hardy, 1998).

4.2.3 Static wavefront error calibration
Before starting LDFC tests, we measure and correct any static wavefront errors that exist
in the system. Reducing the static aberrations present in the system is important for two
reasons. Firstly, as the reference image is derived on-sky, it is imperative that static aberra-
tions be removed before the reference is built. Secondly, the equations in subsection 4.2.1
only hold in the linear regime (wavefront error ¡ 100 nm RMS for H-band). Without
reducing static aberrations, LDFC operation would be forced outside the linear regime,
thereby affecting the performance and stability of the wavefront control loop. As LDFC
does not provide absolute wavefront measurements, another algorithm is required to do
this. We use a non-linear, model-based wavefront sensing algorithm (Bos et al., 2019)
that measures and corrects the 30 lowest Zernike modes. The results of this calibration,
performed on-sky immediately before the results presented in section 4.3, is shown in
Figure 4.2. As shown by the leakage PSF in Figure 4.2a the low order aberrations are
well-corrected, but there are still some higher order wavefront aberrations that remain
uncorrected as seen by speckle structure in the DH hole of the upper coronagraphic PSF.
The low-order wavefront correction derived by the algorithm is shown in Figure 4.2b, and
has a 42 nm root-mean-square (RMS) and 250 nm peak-to-valley (PtV) wavefront error
(WFE). The DM command has a notable structure, namely a relatively strong increase in
phase at the edge of the pupil. This structure has been observed during other tests as well,
and is thought to be a real structure that originates from the upstream AO188 system (Bos
et al., 2019).

4.2.4 Reference image and bright pixel selection
The ∆I measurement in Equation 4.4 that drives the LDFC loop is calculated by sub-
tracting a reference image I0 from each aberrated science image, resulting in an image
containing only the term 2<{E0E∗ab} (Equation 4.5). The goal of LDFC is to drive this
term to zero and thus, by extension, the aberrated image back to the reference image I0.
It is then clear that the deepest recoverable contrast by LDFC is set by the contrast in the
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a)

b)

Figure 4.2: Calibrating static wavefront errors in SCExAO during on-sky observations. a)
The PSF after calibration. b) The derived DM command that corrects low-order statics.
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reference image. For tests on the bench using only the internal source and aberrations
artificially introduced by the DM, it is trivial to acquire a good reference image after re-
moving the static aberrations, as only a few co-added short exposure images are sufficient.
For on-sky tests, it is not possible to use this reference image. This is due to the non-zero
degree of circular polarization of the light emitted by the internal source, which can lead
to a difference in intensity between the two coronagraphic PSFs of up to ∼10-20%. This
difference in intensity between the PSFs does not exist during on-sky observations due to
the unpolarized nature of stellar light, and thus a reference image utilizing both corona-
graphic PSFs derived with the internal source will lead the LDFC loop to diverge if used
on-sky. An obvious solution would be to individually normalize the coronagraphic PSFs.
However, as the bright fields of the two coronagraphic PSFs partly overlap, it might not be
as trivial as it seems. During the design process of a vAPP there is a constraint preventing
the bright field of one coronagraphic PSF polluting the dark hole of the other. However,
there is not (yet) a constraint that prevents the two bright fields of the two coronagraphic
PSFs from overlapping. To prevent possible issues during normalization of the individual
PSFs we did not pursue this solution yet. Therefore, we decided that the reference image
used for on-sky implementation must also be measured during the observations. Other
solutions to this problem are discussed in section 4.4.

The derivation of this on-sky reference image is non-trivial. During the internal source
tests presented in Miller et al. (2021), it was sufficient to average a few short exposure
images taken in a short timespan. This method will not work for on-sky operation be-
cause XAO residual wavefront aberrations will be present and distort the PSF. Figure 4.3a
shows a reference image that consists of the mean of 40 short exposure images (tint ∼ 1
millisecond) that were taken in quick succession within one or two seconds. If this ref-
erence image were to be used by LDFC, it would drive the PSF back to this state, which
is undesirable. To properly average out the effects of XAO residuals in the reference im-
age, it should be calculated as the mean of hundreds to thousands images taken over the
timespan of a few minutes. We want to keep this process and the process of acquiring the
response matrix (RM; detailed in subsection 4.2.5) as efficient as possible to maximize
the time available for science observations. The RM maps the DM commands to WFS
measurements and is required for the LDFC wavefront control system. It is measured
by poking many different DM modes and recording their focal-plane response. It would
be most efficient if the RM and the reference image could be acquired simultaneously,
especially because the RM acquisition process takes a few minutes and that would be suf-
ficient time to average out XAO residuals. In Figure 4.3b we show a reference image that
is the average of all of the images that were taken during the response matrix acquisition
process. As shown in this figure, this method leads to a strong halo in the reference image,
because the individual images are distorted by DM pokes. This halo strongly degrades the
contrast, making this method unsuitable as well. To mitigate this effect, we came up with
the following solution. During the RM acquisition process, there is for every DM mode a
positive and negative poke (subsection 4.2.5). Between these opposite pokes we now add
a short break (a few tens of milliseconds) where we do not poke the DM for LDFC, and
during this time we record an image of the PSF. This will allow us to record thousands
of images, that are not (or minimally) distorted by DM pokes, over a timespan of a few
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Figure 4.4: The bright pixel map used for on-sky tests. The white region shows the
pixels that are monitored by LDFC. The cores of the coronagraphic and leakage PSFs are
blocked as they are saturated. The DHs are blocked as these pixels do not have a linear
response to wavefront aberrations. Furthermore, we select only pixels that lie within the
control radius (22.5λ/D) and have a normalized intensity of ≥ 10−3.

minutes without significantly interrupting the RM acquisition process. Figure 4.3c shows
a reference image acquired in this way by averaging 4000 images taken over the span
of∼ 5 minutes. The resulting reference image shows two well-defined DHs, with only a
faint halo visible. The brightness of this halo is directly related to the level of XAO resid-
uals, which means (as we will see in section 4.3) that, when the XAO correction improves
compared to when the reference image was measured, the performance of LDFC will be
affected. At the time of these tests, this was the best method to generate a reference image
and was therefore the method we used.

After measuring the reference image, we derive the bright pixel map that selects the
regions within the image that will be used by LDFC. Specifically, it will select pixels that
have 1) a linear response, and 2) have a sufficient signal-to-noise ratio (SNR). The first
step is to select pixels within the BF that have a linear response and lie within the control
radius (22.5λ/D) of the DM. To boost the SNR at higher spatial frequencies, the PSF cores
are strongly saturated and are subsequently not selected. Furthermore, we only select the
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Figure 4.5: Process of acquiring the response matrix for on-sky operation. It is divided
into a part that is done with the internal source before observations, and a part that is done
during observations.

pixels that are sufficiently bright, and for this work have a normalized intensity of ≥ 10−3

with respect to the peak flux of the unsaturated PSF core. This threshold was empirically
determined to work well for on-sky tests during various observation runs. The resulting
bright pixel map used for the results presented in section 4.3 is shown in Figure 4.4.

4.2.5 Response and control matrix
The empirical relationship between changes in the focal plane intensity ∆I and DM shape
is measured and stored as the response matrix (RM). The process of acquiring the RM
for on-sky operation still relies on measurements taken with the internal source to derive
the modal basis set to be used in closed-loop control on-sky (Miller et al., 2021). The full
process for deriving the LDFC RM is shown in Figure 4.5. The first step in this process
is to derive the LDFC modal basis set using the internal source and the DM, where we
probe all the DM’s degrees of freedom (DoF) at high SNR using the Hadamard mode basis
(Mhad; Kasper et al. 2004) to measure the Hadamard RM. The main advantage of using
the Hadamard modes is that they have a high variance-to-peak ratio. This is important
because the ∆I response strength scales with variance, and LDFC’s linearity limits the
peak value that can be applied. Each mode in the basis is poked with a 40 nm RMS
amplitude (ap). The Hadamard RM (Rhad) is measured as:

∆Ii =
I+
i − I−i
2ap

, (4.6)

RHad =

 | |

∆I1 . . . ∆IN

| |

 , (4.7)

with I+
i and I−i , the focal-plane intensities for the positive and negative actuations of mode

i, multiplied with the binary bright pixel map (subsection 4.2.4). ∆Ii is the focal-plane
response, and is reshaped from a 2D image to a 1D vector, and subsequent measurements
form the columns of Rhad. To improve the SNR of the focal-plane images I+

i and I−i ,
we average ten images. Measuring a high SNR Hadamard RM with the internal source,
probing every mode once, takes around 20-25 minutes with the current implementation.
The modal basis set used by LDFC, which we refer to as eigenmodes (Meigen), is then
derived by taking the singular value decomposition (SVD) of Rhad such that:

RHad = UHadS HadV∗Had, (4.8)
Meigen = MHadV∗Had, (4.9)
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with UHad the WFS eigenmodes, S Had a diagonal matrix with the singular values of the
eigenmodes, and VHad the DM eigenmodes. The eigenmodes form an orthogonal basis set
that is ordered from high to low sensitivity, which also corresponds to a sorting from low
to high spatial frequency that follows the structure of the PSF. An example of the eigen-
modes, derived with the internal source, and the resulting focal plane response on-sky is
shown in Figure 4.6 and clearly shows the ordering by spatial frequency.

Building the on-sky RM is more challenging due to the added noise by the post-XAO
wavefront error residuals. To average out these effects, we probe every mode twenty
times in quick succesion. To do this for all DoF in the DM would put the total RM ac-
quisition time well above one hour. This would be unacceptably long as it would take
away time for science observations, and increase the chance that different modes are mea-
sured under different post-XAO residuals, adding more noise to the RM. Therefore, we
decided to limit the modes in our modal basis set to the first 200 modes in Meigen. This
reduces the on-sky RM acquisition time to approximately 5 minutes. We chose the first
200 modes because: 1) these are the most sensitive modes in the mode basis, and 2) we
found during tests with the internal source that this number of modes gives a good bal-
ance between acquisition speed and coverage of the dark hole. With this selected subset of
eigenmodes, we then build the on-sky RM (Reigen) by the same process as in Equation 4.6
and Equation 4.7 using Meigen. This RM is then used for the LDFC control loop. Before
any RM acquisition process, for either the Hadamard modes with the internal source or
for the eigenmodes on-sky, we calibrate the static wavefront aberration with the method
discussed in subsection 4.2.3.

For wavefront control we calculate the control matrix (Geigen) by a numerical pseudo-
inversion of Reigen. We invert the matrix by a SVD with Tikhonov regularization, which
suppresses noise from the more noisy high-order modes. The SVD of Reigen is:

Reigen = UeigenS eigenV∗eigen, (4.10)

with Ueigen the WFS eigenmodes, S eigen a diagonal matrix with the singular values, and
Veigen the DM eigenmodes. The pseudo-inverse is therefore:

R†eigen = VeigenS γU∗eigen, (4.11)

with S γ the Tikhonov regularization term. This term is written as:

S γ = diag
{

s2
i

s2
i + γ

1
si

}
, (4.12)

with si the singular value of mode i, and γ the regularization value. By studying the
singular value curve as plotted in Figure 4.7 (e.g. by looking at the point where the
singular values steeply drop), and observing the stability of the LDFC control loop, we
determine an appropriate value for γ. For the results presented in section 4.3 we set γ =

0.1. As an additional measure to ensure loop stability, we also implemented a modal gain.
Higher order modes applied in the pupil plane correspond to higher spatial frequencies in
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the focal plane, as shown in Figure 4.6, and therefore have a lower SNR than the lower
order modes. To counter this effect, we gave full weighting to the first 80 modes, and the
other 120 modes had a weighting of 0.1. This is also plotted in Figure 4.7. Note that the
modal gain is not the final gain; the modal gain is also multiplied by a loop gain. More
appropriate weightings and a smoother modal gain function, instead of a step function,
would likely improve the loop stability even more. This is left for future work.

4.3 On-sky demonstration

In the early morning of 17 September 2020, we tested LDFC on-sky during a SCExAO
engineering night. We observed the bright star Mirach (mH = −1.65) in medium to
good atmospheric conditions (seeing was reported to be ∼ 0.5” − 0.8”). As the target is
very bright in H band, the exposure time of the NIR camera was set to 0.996 millisec-
onds. No other modules besides the NIR camera were used. The purpose of these tests
was to demonstrate LDFC’s performance in two specific cases: (1) in the presence of a
static aberration consisting of random linear combinations of eigenmodes (Figure 4.6),
and (2) in the presence of only atmospheric residual wavefront errors and naturally evolv-
ing NCPA. We present here the results of four different tests: two tests with different static
aberrations induced on the DM (test A and B), and two tests with only on-sky atmospheric
residuals to investigate the DH stabilization capabilities of the current implementation of
LDFC (test C and D).

4.3.1 Static eigenmode aberration
First we demonstrate the ability of LDFC to correct for a static aberrations that are in-
troduced on the DM. The introduced aberrations are much stronger than what generally
occurs in HCI instruments, and therefore these tests should be considered to be a proof-
of-concept for LDFC. They consist of a random linear combination of the eigenmodes
following a flat power spectrum, and have a RMS WFE of ∼90 nm. This RMS WFE is
close to the non-linear regime for LDFC, which starts at ∼ 100 nm RMS, and therefore
we ran LDFC during these tests with a relatively low gain of 0.01. We chose for test A
a duration of 2000 iterations (∼110 sec) for both the open- and closed-loop datasets. For
tests B we increased the number of iterations to 3000 (∼160 sec) to investigate whether
or not LDFC would converge towards a lower residual wavefront error compared to test
A. There was approximately 15 minutes between the start of test A and B.

Here we present the results of two tests (test A and test B). Each test consists of
a LDFC closed-loop dataset and an open-loop dataset, which were taken right after each
other. Figure 4.8 and Figure 4.9 plot the mean open- and closed-loop PSF during the tests,
and the introduced aberration. In both cases, LDFC dramatically improves the quality of
the PSF, but does not completely bring it back to the reference state, which is shown in
Figure 4.3c. LDFC is correcting low-order aberrations, as is clearly seen by comparing the
leakage PSF for open- and closed-loop results. Control of the mid- and high-order spatial
frequencies is shown by the removal of speckles throughout the DH. Figure 4.8d and
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a) b)

Raw contrast in dark hole test C Raw contrast in dark hole test D

Figure 4.10: Raw contrast in the DH for the reference PSF, and the mean PSF of the open-
and closed-loop LDFC data for the two sets of tests. No static aberration was introduced
on the DM.

Figure 4.9d plot the raw contrast of the reference PSF, the mean open-loop PSF and the
mean closed-loop PSF, and shows that LDFC is able to greatly increase the raw contrast.
We define the raw contrast as the spatial variations in intensity in the DH by determining
at a given distance from the star the standard deviation of the intensity inside 1 λ/D
wide annuli covering the DHs of both coronagraphic PSFs. Note that the contrast metric
adopted here provides optimistic contrast estimates at small distances from the star as
the small sample statistics are not properly taken into account (Jensen-Clem et al., 2017;
Mawet et al., 2014). The contrast gain is between a factor 3 and 7 and is plotted per spatial
frequency in Figure 4.8e and Figure 4.9e. Especially Figure 4.9d shows that LDFC is able
to almost return the PSF to its initial raw contrast. Figure 4.8f and Figure 4.9f show the
residual wavefront error, which was calculated by summing the DM channel with the
introduced aberration and the DM channel with the derived correction. These graphs
show that LDFC is clearly correcting the aberration and is able to reduce the RMS WFE
from ∼90 nm RMS to ∼40 nm RMS, which seems to be approximately the convergence
point of both tests. It is likely that the reason for the convergence point is the noise
caused by fast changing XAO residuals. In short exposure images, as were used in these
tests, the XAO residuals do not average out and change too quickly for LDFC to correct,
which makes it hard for LDFC to measure the artificially injected static WFE by the DM.
In future on-sky tests this interpretation can be tested by performing similar tests under
different levels of XAO correction to see if the convergence point changes as well. The
slight difference in convergence speed can be explained by changes in the XAO correction
in the 15 minutes between the two tests.

4.3.2 On-sky atmospheric residuals

The stability of the PSF during observations is important for the post-processed con-
trast. An ultra-stable, temporally well correlated PSF enables more accurate removal
using post-processing (e.g. Soummer et al. 2011). Here we show the ability of the cur-
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b)a)

Power Spectral Density test C Power Spectral Density test D

Figure 4.11: Power spectral density (PSD) of the PSF stability during the open- and
closed-loop LDFC tests in three different spatial frequency bins in the DH. Subfigure a)
shows the results for tests C, and subfigure b) for tests D.

rent LDFC implementation to stabilize the PSF with atmospheric turbulence and evolving
NCPA (so no artificially induced wavefront error). We present two tests (test C and D);
each tests consists of an open- and closed-loop LDFC dataset that were conducted succes-
sively in the same atmospheric conditions. Test C was done ten minutes after measuring
the reference image, and the open- and closed-loop dataset each have a duration of 110
seconds. Test D was done approximately twenty minutes later (thirty minutes after acquir-
ing the reference image) with the open- and closed-loop dataset each spanning a duration
of ∼210 seconds. This allows us to evaluate the effect of a closed LDFC loop on the PSF
stability. The gain for these tests was set to 0.1.

First we compare the average PSF computed over the entire open- and closed-loop
datasets to the reference PSF. In Figure 4.10, the 1σ raw contrast in the DH is plotted for
the reference PSF, and the mean of the LDFC open- and closed-loop data. The results
for test C are shown in Figure 4.10a. It shows that the open-loop data is slightly worse
than the reference PSF, and that when the LDFC loop is closed the raw contrast slightly
improves compared to the open-loop data. In Figure 4.10b we show the results of test D.
During these tests (twenty minutes later), the XAO correction improved compared to test
C, making the mean of the open-loop data slightly better than the reference PSF. When the
LDFC loop closed, the raw contrast slightly degraded, because LDFC tried to drive the
image back to the reference image which was more aberrated than the open-loop images.

As LDFC is meant to be a stabilization technique, it is also interesting to analyze the
temporal stability of the DH. To this end, we calculated the normalized mean intensity of
three different spatial frequency bins (2.5, 5.5, 8.5 λ/D) in the DH throughout these tests.
It is calculated for every individual iteration, and the resulting values are subsequently
averaged over 50 iterations to reduce the effect of high temporal frequency variations.
Table 4.2 shows the average and 1σ standard deviation of these time series (specifically,
using the 50 iteration averages). In test C, the table shows that both the average and the
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1σ standard deviation improved when the LDFC loop closed. This means that not only
the intensity in DH improved, but also the temporal stability (i.e. less variability). The
values presented in Table 4.2 for test D were calculated using only the values in the second
half of the open- and closed-loop datasets. This is because when the LDFC loop closed it
took roughly half the dataset to converge to a stable correction (determined by analyzing
the LDFC DM telemetry). The table shows that for test D, the mean of the time series
degraded when the LDFC loop closed, but that the 1σ deviation improved. This means
that the intensity in the DH degraded, because LDFC tried to drive the image back to the
reference image (which has a higher intensity in the DH), but that the stability improved.
These tests show that LDFC is able to stabilize the mean intensity in the DH, and that a
good reference image is very important to also improve the intensity in the DH.

However, it is most relevant to analyze the PSF variations during these tests. This is
because these variations are hard to calibrate in post-processing, and therefore will deter-
mine the eventual post-processed raw contrast. To this end, we plot the Power Spectral
Density (PSD) in the same spatial frequency bins as above for the open- and closed-loop
LDFC data in Figure 4.11. These curves were calculated as follows: the mean PSF was
subtracted from all images in the data set; then, for every pixel, the PSD was calculated
using the Welch method (Welch, 1967). These PSDs where subsequently averaged per
spatial frequency bin to reduce the effects of noise. For tests C (Figure 4.11a) the results
are quite clear: LDFC successfully removes power in the lower temporal frequencies (¡
0.2 Hz for 5.5 and 8.5 λ/D, and ¡ 0.4 Hz for 2.5 λ/D). Specifically, the power at ∼ 10−2

Hz decreased by a factor ∼20, 7, and 4 at 2.5, 5.5, and 8.5 λ/D, respectively. This de-
crease in performance for higher spatial frequencies can be explained by the lower SNR
at these positions in the focal plane. Again, for test D we only include the second half
of the dataset, because in the first half LDFC is still converging. The results for test D
(Figure 4.11b) are less clear than what we found for test C. The low temporal frequen-
cies were not as dominant, so only in the 2.5 λ/D bin do we observe that LDFC reduces
the power at frequencies ¡0.05 Hz. Also, for the 2.5 λ/D bin there are peaks at 0.1, 0.2
and 0.3 Hz which are suppressed by LDFC. For all spatial frequency bins there is more
power in high temporal frequencies (¿0.5 Hz) for the closed-loop data compared to the
open-loop data. The current hypothesis to explain this is that LDFC added intensity to the
DH to match the reference image. This lead to an increase in speckle noise, because the
atmospheric speckles now interfere with a higher intensity structure in the DH.

We did not experience any events during which the XAO correction degraded com-
pared to test C. In such a case, we expect that there would be a slight improvement in
contrast for the closed-loop data compared to the open-loop data, because the LDFC loop
would suppress slowly evolving variations. A result similar to the results presented in test
C. However, in the current implementation of LDFC the loop speed is limited to 20 Hz
and therefore not capable of lowering the high temporal frequency XAO residuals. That
would mean that the contrast in the closed-loop data would still be (much) worse com-
pared to the reference image.
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4.4 Discussion and conclusion

The work presented in this paper concludes the first successful proof-of-concept on-sky
demonstration of spatial LDFC with the APvAPP at Subaru/SCExAO. The results show
that LDFC is a promising technique for correcting NCPA, stabilizing the PSF, and main-
taining raw contrast during HCI observations, which will dramatically improve the post-
processed contrast. In this paper, we present a new, faster process to efficiently acquire
a high-SNR RM for on-sky operation in which we build our eigenmodes first with the
internal source. Integrated within this process is the simultaneous measurement of a long
exposure reference image. The current LDFC implementation at SCExAO uses the nar-
rowband filter at 1550 nm (∆λ = 25 nm), is coded in Python and runs at ∼20 Hz in closed
loop.

We have demonstrated that LDFC can partially correct static aberrations introduced
with the DM while on-sky. We have shown, for the examples presented here, that the raw
contrast increases by a factor 3 – 7 over the dark hole (DH), and that the RMS WFE de-
creases by ∼50 nm from 90 nm to 40 nm. The reason that LDFC converged to a WFE of
40 nm RMS is likely the noise caused by fast changing XAO residuals. In short exposure
images, as were used in these tests, the XAO residuals do not average out and change too
quickly for LDFC to correct. This makes it hard for the current implementation of LDFC
to measure and correct these artificially injected aberrations. Singh et al. (2019) studied
this effect in simulation, and their results qualitatively match with what we find here. Fur-
thermore, we have tested LDFC with just residual atmospheric aberrations and naturally
evolving NCPA. We have shown that the current LDFC implementation is able to sta-
bilize the mean intensity in the DH. We also showed, when analyzing the PSF stability,
that LDFC suppresses evolving aberrations that have timescales of < 0.1–0.4 Hz, which
is expected considering the 20 Hz loop speed. In the situation that XAO residuals were
comparable to when the reference image was measured, closing the LDFC loop reduced
the power at 10−2 Hz by a factor of ∼20, 7, and 4 for spatial frequency bins at 2.5, 5.5, and
8.5 λ/D, respectively. When the XAO correction improved compared to the reference im-
age measurement, we found smaller power improvements for temporal frequencies < 0.4
Hz. In this case, the LDFC loop degraded the contrast in the DH, because it tried to drive
the image back towards the reference image. This led to an increase in power for temporal
frequencies > 0.4 Hz. Due to the limited durations of these tests (∼ 100 – 200 seconds)
we could not conclusively determine if we succeeded in the stabilization of quasi-static
speckles caused by NCPA as our measurements are dominated by XAO residuals. There-
fore, open- and closed-loop tests of longer duration (tens of minutes) are required to fully
understand to what extend LDFC can stabilize NCPA.

We refined our methods during multiple SCExAO engineering nights, the latest results
being presented in this work, and we have identified the following challenges that have to
be overcome before LDFC can be offered as observing mode for SCExAO. The tests that
corrected static, injected wavefront aberrations were limited by the effect of XAO residu-
als on short exposure images. We conclude that there are two solutions to overcome this
problem: (1) Instead of using single, short exposure images in the LDFC control loop,
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use the average of hundreds to thousands of images measured over timescales of tens of
seconds to minutes to average out the XAO residuals. This would significantly lower the
control loop speed, but to a level that should still be sufficient to control quasi-static aber-
rations. The current implementation of LDFC can be used to test this solution.
(2) Improve the loop speed to several hundred to a thousand Hz to allow LDFC to di-
rectly control the XAO residuals. This would enable LDFC to simultaneously address
chromatic residual wavefront errors from the XAO system. The current limiting factors
in loop speed are the matrix-vector multiplication of Geigen and ∆I, and the image align-
ment. The matrix-vector multiplication is currently processed on the CPU, and we plan
to move this to the GPU. For the image alignment, we currently compare the entire image
(128×128 pixels) to a centered, reference image to determine the offset. It is actually not
required to use all information in the image to determine this, and moving forward we
plan to select only the leakage PSF in a 32×32 pixel window. Together, we hope that
these upgrades allow for a loop speed of ∼200 Hz. Further improvements of the loop
speed would require more optimization of the code and full integration into the real-time
control software CACAO (Guyon et al., 2020).

As discussed in subsection 4.2.4, a good reference image is of utmost importance. It
sets the contrast levels to which LDFC will converge, and determines the stability of the
loop. Ideally, it would be best to match the reference image to the images used in the
LDFC control loop, which depends on the speed of the LDFC control loop as discussed
above.
In the case of a fast ( > 0.1 – 1 kHz) LDFC loop using short exposure images, the best
solution is an internal source reference image as that will not contain the XAO halo and
thus provide the best possible contrast. As discussed in subsection 4.2.4, this is currently
problematic as there is an intensity imbalance between the two coronagraphic PSFs of
the vAPP due to a non-zero degree of circular polarization with internal source measure-
ments. This can be resolved by either using an unpolarized light source, a new vAPP
design that is not sensitive to the degree of circular polarization (Bos et al., 2020), or
more sophisticated PSF normalization methods that correct for this. Another solution is
to run LDFC on a single coronagraphic PSF. The major disadvantage of this solution is
that it increases the null space of the algorithm by allowing for a subset of aberrations
(cross-talk between amplitude and phase aberrations) that pollute the dark hole and are
not measurable in the BF of a single PSF (Sun, 2019). Whether this increased null space
will have a significant impact on on-sky operations will have to be further explored.
A slow (<1 Hz) LDFC loop that uses long exposure images is best combined with a long
exposure reference image as both contain a XAO halo. In this work we have found, when
atmospheric conditions change and the reference PSF becomes worse than the LDFC
open-loop PSF, that LDFC degrades the DH to match the reference PSF, and in the worst
cases leads to loop divergence. This means that we need a reference PSF that is always
better than the open-loop LDFC PSF. A promising solution for re-measuring the refer-
ence PSF is the Direct Reinforcement Wavefront Heuristic Optimization algorithm (DR
WHO; Vievard et al. 2020). DR WHO continuously monitors the PSF quality, and selects
from continuous image streams the most suitable reference image update by evaluating a
performance metric of choice. In the case of LDFC this performance metric could be the
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contrast in the DH.
In this work we have shown that when practical reasons prevent the use of either of the
above described ideal solutions, a mix of both solutions can also work. We combined
a long exposure reference image with short exposure images in a relatively slow control
loop. As discussed above, this reference image will also have to be continuously updated
when the XAO residuals change. The extend to which such a combined solution degrades
the best possible performance of LDFC will have to be investigated in future work.

Besides mitigation of the major challenges posed by the XAO residuals noise and
reference images, there are also other, more minor upgrades that we have identified for
the current LDFC implementation. During SCExAO engineering nights we regularly en-
counter “low-wind effect” events (Sauvage et al. 2015; Milli et al. 2018), that heavily
distort the PSF. In its current form, LDFC is not able to fully sense and correct these
effects as they appear as piston, tip, and tilt aberrations across the four quadrants of the
telescope pupil separated by the spiders. These modes are not currently included in our
eigenmode basis set. In order to operate during such events we will test two solutions: a)
include the appropriate modes (piston, tip, and tilt modes for the segments in the telescope
pupil) in the mode basis that LDFC controls, and b) run the Fast and Furious (Bos et al.,
2020) focal-plane wavefront sensing algorithm on the leakage PSF simultaneously with
LDFC.

Results presented in this work were obtained with the C-RED 2 camera (Feautrier
et al., 2017). Recently, SCExAO acquired a C-RED One as an additional NIR camera,
which is particularly exciting for FPWFS as it offers strongly reduced read-out noise (< 1
e− versus < 30 e−) and dark current (80 e−/pixel/sec versus 600 e−/pixel/sec) compared
to the C-RED 2. SCExAO also feeds the z- to J-bands (800 - 1400 nm) to the MKID
Exoplanet Camera (MEC; Walter et al. 2020), which utilizes the Microwave Kinetic In-
ductance Detector (MKID) technology for high-contrast imaging. This camera provides
read noise free, and fast time domain images at a spectral resolution of 5-7. Future LDFC
tests will therefore either use the C-RED One or MEC.

As soon as we have addressed the above mentioned challenges and upgrades, we
intend to offer LDFC as an observing mode for SCExAO. We foresee two possible ob-
serving modes: (a) The C-RED One as the science camera and FPWFS, which limits
the observations to narrow bandwidths to prevent spectral smearing by the polarization
grating integrated in the vAPP design. This solution would completely eliminate the non-
common path and thus, in theory, should be able to provide the best wavefront correction.
(b) The C-RED One as the FPWFS and the IFS CHARIS (Groff et al., 2014) as the science
camera. Both cameras would share the light, with the C-RED One providing wavefront
sensing and control with LDFC, while CHARIS would do simultaneous science observa-
tions in J-, H-, and K-band. This solution would strongly reduce the non-common path,
but not completely eliminate it. The improvement in contrast in this mode would depend
on the number and specifications of the optical elements in both paths. We did not con-
sider using CHARIS for focal-plane wavefront sensing, because of the long readout times
of its HAWAII-2RG detector.
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In this paper, we have shown through on-sky tests that spatial LDFC combined with
an APvAPP is a promising focal-plane wavefront sensor for high-contrast imaging instru-
ments to directly image exoplanets. We have identified and provided solutions to multiple
challenges that have to be overcome before LDFC can effectively sense NCPA, suppress
quasi-static speckles, and stabilize the PSF. We are currently working towards offering
LDFC as an observing mode on SCExAO which would enable FPWFS to be used regu-
larly during observations and result in gains in the post-processed contrast.
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The exploration of circumstellar environments by means of direct imaging to search for
Earth-like exoplanets is one of the challenges of modern astronomy. One of the current
limitations are evolving non-common path aberrations (NCPA) that originate from optics
downstream of the main wavefront sensor. Measuring these NCPA with the science cam-
era during observations is the preferred solution for minimizing the non-common path and
maximizing the science duty cycle. The self-coherent camera (SCC) is an integrated coro-
nagraph and focal-plane wavefront sensor that generates wavefront information-encoding
Fizeau fringes in the focal plane by adding a reference hole (RH) in the Lyot stop. How-
ever, the RH is located at least 1.5 pupil diameters away from the pupil center, which
requires the system to have large optic sizes and results in low photon fluxes in the RH.
Here, we aim to show that by featuring a polarizer in the RH and adding a polarizing
beamsplitter downstream of the Lyot stop, the RH can be placed right next to the pupil.
This greatly increases the photon flux in the RH and relaxes the requirements on the
optics size due to a smaller beam footprint. We refer to this new variant of the SCC as
the polarization-encoded self-coherent camera (PESCC). We study the performance of the
PESCC analytically and numerically, and compare it, where relevant, to the SCC. We look
into the specific noise sources that are relevant for the PESCC and quantify their effect
on wavefront sensing and control (WFSC). We show analytically that the PESCC relaxes
the requirements on the focal-plane sampling and spectral resolution with respect to the
SCC by a factor of 2 and 3.5, respectively. Furthermore, we find via our numerical simu-
lations that the PESCC has effectively access to ∼16 times more photons, which improves
the sensitivity of the wavefront sensing by a factor of ∼ 4. We identify the need for the
parameters related to the instrumental polarization and differential aberrations between
the beams to be tightly controlled – otherwise, they limit the instrument’s performance.
We also show that without additional measurements, the RH point-spread function (PSF)
can be calibrated using PESCC images, enabling coherent differential imaging (CDI) as a
contrast-enhancing post-processing technique for every observation. In idealized simula-
tions (clear aperture, charge two vortex coronagraph, perfect DM, no noise sources other
than phase and amplitude aberrations) and in circumstances similar to those of space-
based systems, we show that WFSC combined with CDI can achieve a 1σ raw contrast of
∼ 3 · 10−11 − 8 · 10−11 between 1 and 18 λ/D. The PESCC is a powerful, new focal-plane
wavefront sensor that can be relatively easily integrated into existing ground-based and
future space-based high-contrast imaging instruments.
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5.1 Introduction

The direct imaging of exoplanets is a rapidly growing research field as it offers exciting
opportunities in comparison to indirect methods such as the transit and radial velocity
method. The star and exoplanet light are spatially separated and this therefore allows for
the direct characterization of the exoplanet and (eventually) the search for biomarkers.
Furthermore, it can target exoplanets at wider separations than practically attainable with
indirect methods and does not suffer from diminishing sensitivity when the exoplanet’s
orbit is not edge-on. However, the direct imaging of exoplanets is not a trivial task and
many technical challenges still have to be solved. For example, when observing an Earth-
like exoplanet around a Solar-type star at 10 pc, the angular separation is expected to be
∼100 milliarcseconds and the contrast ∼ 1010 in the visible (0.3 - 1 µm; Traub & Oppen-
heimer 2010).

Modern ground-based high-contrast imaging (HCI) instruments (VLT/SPHERE Beuzit
et al. 2019; Subaru/SCExAO Jovanovic et al. 2015; Gemini/GPI Macintosh et al. 2014;
Magellan Clay/MagAO-X Males et al. 2018, Close et al. 2018) deploy extreme adaptive
optics (XAO) systems to correct for wavefront errors caused by the turbulent Earth’s at-
mosphere, coronagraphs to suppress starlight, and additional imaging, spectroscopic, and
polarimetric post-processing techniques to further remove the speckle background. The
current suite of observing and post-processing techniques consists of: angular differential
imaging (ADI; Marois et al. 2006), reference star differential imaging (RDI; Ruane et al.
2019), spectral differential imaging (SDI; Sparks & Ford 2002), polarimetric differential
imaging (PDI; Kuhn et al. 2001), and coherent differential imaging (CDI; Guyon 2004).
Both ADI and RDI are observing techniques that are relatively easy to implement, but
have been suffering from temporal stability issues that prevent them to reach high con-
trasts at small separations. In addition, SDI has been shown to be ineffective at smaller
inner working angles, as the radial movement of speckles by spectral diversity is minimal
at these separations. However, PDI has achieved impressive results (van Holstein et al.,
2017) and can be simultaneously used for exoplanet characterization; still, exoplanets are
never 100% polarized, making this technique not the most efficient discovery method.
With CDI, the light in the image is separated into its coherent and incoherent parts. As
the exoplanet’s light is by definition completely incoherent with the surrounding starlight,
CDI can use 100% of the exoplanet’s light for the detection. This makes it a very promis-
ing technique, but it has thus far seen limited on-sky tests (Bottom et al., 2017).

Typically, the XAO system consists of a deformable mirror (DM) with a high actuator
count and a sensitive wavefront sensor, such as the Shack-Hartmann or Pyramid wave-
front sensor, and delivers a high Strehl point-spread-function (PSF) to the instrument.
There is a non-common optical path difference between the science camera and the wave-
front sensor split-off, in which aberrations occur due to misalignments and manufacturing
errors. These so-called non-common path aberrations (NCPA) are not sensed by the main
wavefront sensor and therefore left uncorrected. Due to changing temperature, humidity
and gravity vector during observations, the NCPA slowly evolve, making them difficult
to calibrate in post-processing and one of the current limitations in high-contrast imaging
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(Martinez et al. 2012; Martinez et al. 2013; Milli et al. 2016). One solution is to apply a
focal-plane wavefront sensor (FPWFS) that uses the science images to measure the wave-
front aberrations, which can subsequently be corrected by the DM. Ideally, the FPWFS
is integrated with the coronagraph to enable simultaneous wavefront measurements and
scientific observations. A host of different FPWFSs have been developed and tested on-
sky (Jovanovic et al., 2018), but only a subset has a 100% science duty cycle ((Bos et al.,
2019; Codona & Kenworthy, 2013; Guyon et al., 2017; Huby et al., 2017; Miller et al.,
2019; Wilby et al., 2017)).

The FPWFS that is most relevant to this work is the self-coherent camera (SCC; Bau-
doz et al. 2005). The SCC places a reference hole (RH) in the Lyot stop of a coronagraph
in an off-axis location. The RH transmits light that is diffracted by the coronagraph out-
side of the geometric pupil that would have otherwise been blocked by the Lyot stop.
This light will propagate to the focal-plane, interfere with the on-axis beam, and generate
high-spatial frequency fringes. The focal plane’s electric field is spatially modulated and
directly available by calculating the Fourier transform (FT) of the image. This operation
results in the optical transfer function (OTF) of the image. The OTF of the SCC consists
of three components: the central peak that is the PSF, and two sidebands, which are gen-
erated by the cross-talk between the fringes and PSF and which contain the electric field
estimate. However, for the FT of the image to properly show the electric field estimate,
the RH needs to be at least 1.5 times the pupil diameter from the center of the pupil. This
requires the system hosting the SCC to have large-diameter optics to contain both the ref-
erence and the central beam, and for the detector to have a high pixel density to properly
sample the fringes in the focal plane. The technique has been extensively tested in simula-
tions (Galicher et al., 2010) and in the lab (Mazoyer et al., 2013, 2014); in the latter case,
it has reached contrast levels of ∼ 5 · 10−9 in narrow spectral bands (Potier et al., 2020).
The SCC also enables CDI as post-processing technique (Galicher & Baudoz, 2007), but
requires additional flux measurements of the RH beam to calibrate the brightness of the
RH PSF. It was shown in the lab (Singh et al., 2019) and on sky (Galicher et al., 2019)
that the SCC is able to increase the contrast to by correcting the (quasi-)static aberrations
during long exposure images with residual wavefront errors from the XAO system. The
major disadvantage of the SCC is the minimum distance of the RH at 1.5 times the pupil
diameter, making it: 1) difficult to implement in existing instruments, as their optics do
not have the required size; and 2) there is a little amount of light left this far from the
on-axis beam, resulting in long exposure times for obtaining sufficient sensitivity.

The Fast Atmospheric Self-coherent Camera Technique (FAST; Gerard et al. 2018)
tackles the second problem by modifying the focal-plane mask of the coronagraph to
inject specifically more light into the RH. This provides the sensitivity to FAST for run-
ning at much shorter exposure times and enables it to correct for the rapidly changing
residual wavefront errors from the XAO system. This technique was tested in simula-
tion with a Lyot coronagraph, and more recently, with a vortex coronagraph (Gerard &
Marois, 2020). A lab test validated the coronagraph designs for the FAST concept (Gerard
et al., 2019). Another recently developed concept is the fast-modulated SCC (FMSCC;
Martinez 2019), which aims to address the other major disadvantage of the SCC. The
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FMSCC places the RH right next to the pupil, breaking the original minimum distance
of 1.5 pupil diameters. In order to separate the sidebands from the central peak, which
are now overlapping, in the OTF, two images are taken in quick succession with the RH
blocked in one of the images. The OTF of this second image only contains the central
peak, and when it is subtracted from the first image, the two sidebands are revealed. For
the subtraction to successfully reveal the sidebands on ground-based systems with the
rapidly changing atmosphere, the system needs to either block the RH at high temporal
frequency (∼kHz) to ”freeze” the atmosphere or to split the post-coronagraphic light into
two beams: one with and one without RH. The first solution can only work for bright
targets due to the high switching speeds, and the second solution is prone to differen-
tial aberrations between the two beams. This concept bears great similarities with the
differential OTF WFS (dOTF; Codona 2013), which extracts wavefront information by
subtracting the OTFs of two PSFs, one of which is formed by an aperture with a small
amplitude asymmetry.

Here, we present the polarization-encoded self-coherent camera (PESCC), which is
a variant of the FMSCC. The PESCC features a polarizer in the RH that generates a po-
larized reference beam, which, in turn, generates fringes in one polarization state, while
the orthogonal polarization state is unmodulated by fringes. This is a concept that is very
similar to the polarization differential OTF wavefront sensor (Brooks et al., 2016). When
the beam is split into two channels by a Wollaston prism just before the science cam-
era, it ensures that there are minimal differential aberrations between the two polarization
states. See Figure 5.1 for an overview of the system architecture. The two polarization
states can be imaged simultaneously, allowing for longer integration times and, therefore,
fainter stars can be used as targets. For the images of the two polarization states, the OTF
can then be calculated and subtracted to reveal the aberrated electric field (similar to the
FMSCC analysis). This process is shown in Figure 5.2. Furthermore, as we show in sec-
tion 7.2, the measurements also contain direct measurements of the RH, ensuring that the
CDI is possible for every observation without additional measurements. We also show
that because the RH is placed closer to the pupil, the PESCC relaxes the requirements on
focal-plane sampling and this allows it to operate over broader wavelength ranges. An-
other advantage is that one of the two channels does not contain the reference beam and,
therefore, it is not polluted by extra photon noise from the reference PSF.

In section 7.2, we present the theory of the PESCC, including the CDI with the
PESCC. We also carry out an analytical study of the performance of the PESCC compared
to the SCC. In section 7.3, we present the simulation results, specifically the wavefront
sensing in subsection 5.3.1, wavefront control in subsection 5.3.2, and CDI in subsec-
tion 5.3.3. In section 7.5, we discuss the results and present our conclusions.

5.2 Theory

In this section, we focus on the theory behind the PESCC and perform an analytical
study of its performance. We first derive the necessary equations in subsection 5.2.1. In
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Table 5.1: Variables presented in section 7.2.

Variable Description
β Factor that builds in safety margins in ε0.
γ Ratio of the pupil diameter and reference hole diameter.
δθ Misalignment angle of the RH polarizer.
ε0 Distance of the RH to the center of the pupil.
λ The wavelength of light.
∆λ The spectral bandwidth.
dr Diameter of the reference hole.
p The strength of the instrumental polarization.
t The relative polarization leakage.
D Diameter of the pupil.
Ep The central beam pupil-plane electric field after the modified Lyot stop.
Ere f The pupil-plane electric field of the RH.
F {·} The Fourier transform operator.
I0 The focal-plane intensity of the central peak in the OTF.
Iic The focal-plane intensity of the incoherent contribution (e.g., an exoplanet).
Ict The focal-plane intensity of both sidebands in the OTF.
Ii Focal-plane intensity image of channel i.
I′i Focal-plane intensity image of channel i with companion.
Ire f The focal-plane intensity of the RH.
I′re f The focal-plane intensity of the RH corrected for polarizer leakage.
Isb The focal-plane intensity of one sideband in the OTF.
Nact Number of actuators along one axis in the pupil.
Npix Number of pixels per λ/D.
OTFi The OTF of channel i.
Rλ The spectral resolution.
S The detector sampling in units of pixels per λ/D.
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Figure 5.2: Example of sideband extraction with the PESCC. For the images of channels
1 and 2 (I1 and I2) in Figure 5.1, the OTFs are calculated. The OTF1 contains the two
sidebands with wavefront information and the RH peak, but these are overwhelmed by
the central peak. When OTF2, which only contains the central peak, is subtracted from
OTF1, the two sidebands and RH peak are revealed.

subsection 5.2.2 and subsection 5.2.3 we present the maximal RH diameter and its min-
imal distance from the pupil center. Using the equations derived in subsection 5.2.3, we
study how the smaller RH distance effects the focal-plane sampling constraints (subsec-
tion 5.2.4) and the spectral bandwidth limitations (subsection 5.2.5). Then we investigate
the effects of instrumental polarization and polarizer leakage in subsection 5.2.6 and sub-
section 5.2.7. Subsequently, we develop CDI with the PESCC in subsection 5.2.8. The
variables presented in this section are defined in Table 7.1.

5.2.1 Polarization-encoded self-coherent camera

Here, we derive the working principle of the PESCC. We adopt the setup as shown in
Figure 5.1. The starlight first encounters a focal-plane coronagraph that diffracts it out-
side of the geometric pupil. The subsequent modified Lyot stop blocks most of the light
and the RH, which contains a polarizer, transmits a fully polarized reference beam with
an electric field, Ere f , with a diameter, dr. The electric field of the central beam, directly
after the Lyot stop, is given by Ep and has a diameter, D. A polarizing beamsplitter (PBS)
splits the beam into two channels that have orthogonal linear polarization states. The
polarizer in the RH transmits a polarization state that is parallel to the polarization state
of one of the channels. One of channels contains the reference beam and feature fringes
in the focal-plane, the other does not. For now, we assume that the starlight is unpolar-
ized, and that the polarizer featured in the RH and the polarizing beamsplitter (PBS) are
perfect (i.e., they split the light perfectly into two orthogonal polarization states and do
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not introduce wavefront aberrations). In later subsections, we analytically and numeri-
cally investigate the consequences when these assumption do not hold. For simplicity,
but without loss of generality, we also assume monochromatic, one-dimensional electric
fields. The focal-plane intensities of channel 1 (I1; with reference beam) and channel 2
(I2; without reference beam), are given by:

I1 = I0 + Ire f + Ict, (5.1)
I2 = I0, (5.2)

with I0 = |F {Ep}|
2 as the PSF of the coronagraphic system, Ire f = |F {Ere f }|

2 as the
PSF of the RH, Ict = 2R{F {Ep}F {Ere f }

∗} as the cross-talk term between the RH and the
central beam, and F {·} as the Fourier transform. Here, E∗ denotes the complex conjugate
of E. The wavefront information of Ep is encoded in Ict, but is hidden behind the much
stronger I0 term. To retrieve the wavefront, we calculate the OTF of I1 and I2 with the
inverse Fourier transform:

OTF1 = F −1{I1}, (5.3)
= Ep ∗ E∗p + Ere f ∗ E∗re f + (5.4)

Ep ∗ E∗re f ∗ δ(x + ε0) + E∗p ∗ Ere f ∗ δ(x − ε0),

OTF2 = F −1{I2}, (5.5)
= Ep ∗ E∗p, (5.6)

with ∗ the convolution operator. The OTF1 consists of four terms, which are convolution
combinations of the pupil-plane electric fields Ep and Ere f . The term Ep∗E∗p is the central
peak in the OTF and is generated by the main beam in the system, its width in the OTF is
2D. The RH (Ere f ∗ E∗re f ) also creates a peak at the same location as the main beam, but
is much fainter than the central peak, and is smaller with a width of 2dr. The cross-talk
between the RH beam and the central beam generates two lateral peaks or sidebands in
the OTF located at ±ε0, both with a width of D+dr. As the RH is placed close to the pupil
(ε0 < D), the two sidebands still partly overlap with the central peak. See Figure 5.2 for a
two-dimensional example that visualizes this. To reveal the sidebands, which contain the
wavefront information, we subtract the OTF2 from OTF1:

∆OTF = Ere f ∗ E∗re f + Ep ∗ E∗re f ∗ δ(x + ε0) + E∗p ∗ Ere f ∗ δ(x − ε0). (5.7)

If ε0 has been appropriately chosen (subsection 5.2.3), the three remaining peaks in the
OTF are well separated. It is essential that differential aberrations between the two chan-
nels are minimal, otherwise the Ep∗E∗p term does not completely cancel in the subtraction.
Extracting, centering and Fourier transforming one of the sidebands gives an estimation
of the focal-plane speckle field Isb (Mazoyer et al., 2014):

Isb = F {Ep ∗ E∗re f }, (5.8)

= F {Ep}F {E∗re f }. (5.9)

This term is used with wavefront sensing and control, as shown in subsection 5.3.2. We
note that Isb is a complex quantity, which becomes completely real when the other side-
band is included. For CDI we also have to extract other information from the ∆OTF.
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Selecting the RH peak and calculating its Fourier transform gives an estimate of the RH
PSF:

Ire f = F {Ere f ∗ E∗re f }. (5.10)

It is also important to have an estimate of the cross-talk intensity term Ict. This term can
be estimated by extracting both sidebands and calculating their Fourier transform:

Ict = F {Ep ∗ E∗re f ∗ δ(x + ε0) + E∗p ∗ Ere f ∗ δ(x − ε0)}, (5.11)

= 2R{F {Ep}F {E′re f }
∗}. (5.12)

5.2.2 Reference hole diameter

The diameter of the RH (dr) directly depends on the size of the dark hole. The dark hole
size is set by the maximum spatial frequency that can be controlled by the DM and is
given by

√
2Nactλ/(2D) (Mazoyer et al., 2013), with D as the diameter of the pupil, Nact

the number of actuators along one axis in the pupil, and λ the observed wavelength. The
factor of

√
2 is included to account for the higher number of actuators along the diagonal

compared to the sides of a square grid of actuators in a DM. To make sure that the DM
can actually remove the speckles within the dark hole, the electric field of the speckles
needs to be accurately measured. This can only happen when the focal-plane electric field
of the RH is non-zero over the dark hole. The position of the first dark ring of the RH PSF
is located at 1.22λ/dr. Therefore, the diameter (dr) is given by (Mazoyer et al., 2014):

dr ≤ 1.22
√

2
D

Nact
. (5.13)

Often, the ratio between the pupil diameter and reference hole diameter is used, γ = D/dr.
Then the Equation 5.13 becomes:

γ ≥
Nact

1.22
√

2
. (5.14)

5.2.3 Reference hole distance

For the SCC, the minimum distance of the reference hole (ε0) with respect to the center
of the pupil was derived in Galicher et al. (2010). It ensures that the sidebands would not
overlap with the central peak in the OTF (see Figure 5.3 a), and is given by:

ε0 =
β

2

(
3 +

1
γ

)
D, (5.15)

with β a factor that cannot be lower than unity and usually set to 1.1 to include some extra
margin. However, for the PESCC the sidebands can overlap with the central peak in the
OTF as the central peak is subtracted out. The only constraint is that the sidebands do not
overlap with one another or the peak from the RH, otherwise the wavefront information
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Figure 5.3: Explanation of how the geometry of the pupil relates to the geometry of the
OTF. This figure shows that the minimum distance of the RH of (a) the SCC is much
larger than that of (b) the PESCC.

cannot be completely extracted, which is shown in Figure 5.3 b. For the PESCC, this
leads to the following reference hole distance law:

ε0 =
β

2

(
1 +

2
γ

)
D. (5.16)

Now we investigate in the ideal case how much closer the reference hole can be placed for
the PESCC compared to the SCC. We set β = 1 and assume an infinitely small reference
hole dr → 0 (γ → ∞). We then find for the SCC (Equation 5.15) that ε0 = 1.5D. For the
PESCC (Equation 5.16) we find ε0 = 0.5D. This means that the PESCC can be placed
three times closer to the center of the pupil than the SCC. This results in access to more
light in the RH, as the focal-plane masks of coronagraphs diffracts more light closer to
the geometric pupil, and, as shown in the following sections, it relaxes the focal-plane
sampling constraints and allow for broader spectral bandwidths.

5.2.4 Focal-plane sampling constraints
As the RH of the PESCC can be positioned significantly closer to the pupil, the constraints
on the focal-plane sampling can be relaxed. In this subsection, we investigate what the
sampling constrains are for the PESCC. For an unobstructed telescope pupil, the sampling
(S), in units of pixels (Npix) per λ/D, is given by:

S =
Npix

λ/D
, (5.17)
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with λ as the wavelength. To be Nyquist sampled in the focal-plane, it is required that
Npix ≥ 2, and is usually set to Npix = 3 or Npix = 4. For the (PE)SCC, the combined
diameter of the pupil and RH becomes D⇒ D+ εo−D/2+dr/2 (Figure 5.3). This results
in the following sampling constraint:

S =
Npix

λ/[(D + dr)/2 + ε0]
. (5.18)

When substituting the value of ε0 for the SCC (Equation 5.15) in this equation, we can
rewrite it as:

S =
(1 + β)(1 + 1/γ) + 2β

2
Npix

λ/D
. (5.19)

For the PESCC (Equation 5.16) we find:

S =
(1 + β)(1 + 1/γ) + β/γ

2
Npix

λ/D
. (5.20)

As in subsection 5.2.3, we explore in an idealized example the gain in focal-plane sam-
pling is for the PESCC. Again, we assume that β = 1, and that dr → 0 (γ → ∞). We set
Npix to 2 pixels to meet the Nyquist sampling constraint. For the SCC, we find that S = 4
pixels per λ/D, which means that the sampling should be twice as high compared to the
unobscured pupil. On the other hand, the PESCC has a sampling of S = 2 pixels per
λ/D, which is equal to the case of the unobscured pupil. This is because in this idealized
example, the RH is infinitely small and can be placed right on the edge of the pupil. This
shows that the PESCC significantly relaxes the sampling requirements as the total number
of pixels on the detector can be reduced, in the ideal case, by a factor of four.

5.2.5 Spectral bandwidth limitations
Exoplanets are preferably observed over broad wavelength ranges (∆λ) to maximize the
signal-to-noise ratio. However, the PSF is not constant, changing its size with wavelength
(∝ λ/D). This means that the fringes introduced by (PE)SCC also increase their size and
period with wavelength. Close to the center of the image these chromatic effects are not
that pronounced, but after a few periods the fringes of the lowest and highest wavelengths
in the filters start to significantly shift with respect to each other. An example of this is
shown in Figure 5.4. After a certain distance from the image center the fringes are blurred
to a level that it severely impacts the wavefront sensing performance. However, in the
direction orthogonal to the fringe, the smearing is minimal and therefore the wavefront
sensing in that direction is still relatively accurate. Here, we study the bandwidth for
(PE)SCC solutions with one RH. Broadband solutions for the SCC with multiple RHs do
exist (Delorme et al., 2016), but require even larger optics than the SCC to accommodate
the additional reference beams. This is because for SCC solutions with one DH, the
constraint on the optics diameter can be somewhat mitigated by moving the central pupil
from the center of the optics. The RH beam and the main beam will then both pass
through off-axis positions in the optics. However, for the broadband solutions with three
RHs presented by Delorme et al. (2016), this is not the case because the RHs are evenly
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Figure 5.4: Example of fringe smearing by spectral bandwidth. Fringes are plotted for
many wavelengths within a broadband filter (Rλ = 5). All are plotted with a period of
5 λ/D, but due to the changing wavelength the physical fringe periods in the focal plane
change as well. This results in significant fringe blurring after only a few periods from
the center.
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distributed around the central pupil such that it cannot be moved any more to reduce the
optics diameter. Galicher et al. (2010) derived the minimal spectral resolution (Rλ =

λ0/∆λ) required for the spectral smearing or chromatism not to impact the control region
of the DM (or dark hole size):

Rλ =
√

2Nact
ε0

D
−

1
2
. (5.21)

For the SCC (Equation 5.15), this becomes:

Rλ =
βNact
√

2

(
3 +

1
γ

)
−

1
2
. (5.22)

For the PESCC (Equation 5.16), Rλ is given by:

Rλ =
βNact
√

2

(
1 +

2
γ

)
−

1
2
. (5.23)

We again go through our idealized example where we set β = 1, Nact = 40, and dr → 0
(γ → ∞). For the SCC, we find that Rλ ≈ 84, which is consistent with the examples
in Galicher et al. (2010). Then, for the PESCC, we find Rλ ≈ 24. Thus, the PESCC
can operate over bandwidths that are ∼3.5 times wider than the SCC. This result can be
understood as follows. The period of the fringes is determined by ε0: when the RH is
further away from the pupil, the period of fringes becomes shorter. For a fixed spectral
bandwidth the number of fringe periods before the blurring becomes too strong is also
fixed. Because the PESCC has a smaller ε0 than the S CC, the PESCC fringe periods are
longer and the blurring becomes too strong at larger physical distances. Turning it around,
when the size of the dark hole and thus the distance at which the blurring can occur are
fixed, the PESCC can operate over broader bandwidths than the SCC.

5.2.6 Instrumental polarization
When the starlight is polarized, it is possible that the performance of the PESCC is af-
fected. This is because the central peaks in the two channels (I0 in Equation 5.1 and Equa-
tion 5.2) will not end up having an equal intensity and when the ∆OTF is calculated, they
will not be completely canceled out in the subtraction. We are mainly concerned with the
polarization introduced by the telescope and instrument because starlight is generally un-
polarized (e.g., the integrated polarization signal of the Sun is < 10−6; Kemp et al. 1987).
The instrumental polarization has been measured to be non-negligible for VLT/SPHERE
and is on the level of ∼ 10−2 (Van Holstein et al., 2020). For the PESCC, we only have
to account for the polarization states in which the PBS splits the light. We describe the
instrumental polarization’s strength by p = (I0,1 − I0,2)/(I0,1 + I0,2) (−1 ≤ p ≤ 1), with I0,x
as the intensity of the central peak in channel, x. If p = 1, then the light is polarized such
that all the light is in channel 1; if p = −1, all the light is in channel 2; and when p = 0,
both channels have equal amounts of light. This can be viewed as a normalized Stokes
parameter. Here, we explore the effect of a non-zero p. We rewrite Equation 5.7 such that
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Figure 5.5: Regions in the OTF1 and OTF1 that are not contaminated by the sidebands or
the RH. Therefore, regions A and B are suitable to measure p.
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it includes these polarization effects:

∆OTF = pEp ∗ E∗p +
1 + p

2
Ere f ∗ E∗re f + (1 + p)· (5.24)

[Ep ∗ E∗re f ∗ δ(x + ε0) + E∗p ∗ Ere f ∗ δ(x − ε0)].

The major problem at hand is the residual of the central peak (pEp ∗ E∗p), as it will over-
lap with the sidebands and affect the wavefront estimate, particularly because the central
peak is much brighter than the sidebands. The 1 + p factor that affects the RH peak and
the sidebands will put more photons in these terms when p > 0 and fewer photons when
p < 0, and therefore it will affect the wavefront sensing sensitivity by decreasing or in-
creasing the photon noise. However, as p is expected to be around 10−2, this effect will
have less of an impact than the residuals of the central peak.

If the value of p is known, then it is possible to compensate for its effects in post-
processing by dividing OTF1 and OTF2 with, respectively, 1 + p and 1 − p. This removes
the detrimental effects of the first term in Equation 5.24, but it does not affect the sensitiv-
ity of the other terms as it cannot correct the fundamental effects of photon noise. Much
effort has already gone in understanding the polarization effects of high-contrast imaging
instruments (De Boer et al. 2020; Van Holstein et al. 2020). Therefore, a detailed model
that describes the instrumental polarization at a given configuration of the telescope and
instrument could help to mitigate these effects. It is also possible to directly measure p in
OTF1 and OTF2. As shown in Figure 5.5 by the circles A and B, it is possible to selection
regions in the OTFs without contamination of the sidebands or the RH. By calculating the
flux in region A (FA) and B (FB), it is possible to estimate p:

p =
FA − FB

FA + FB
. (5.25)

5.2.7 Polarization leakage
In subsection 5.2.1, we assume that the RH polarizer and the PBS would perfectly split the
two polarization states. However, polarizers are not perfect and can be misaligned with
respect to each other, which makes the reference beam leak from channel 1 into channel 2.
Channel 2 will then also form (weaker) fringes in the focal-plane image, which results in
the sidebands in the OTF. When calculating ∆OTF, as in Equation 5.7, these sidebands in
channel 2 will remove the signal from the sidebands in channel 1, affecting the wavefront
estimates. We rewrite Equation 5.7 such that it includes the polarization leakage:

∆OTF =
1 − t

2
Ere f ∗ E∗re f + (1 −

√
t)· (5.26)

[Ep ∗ E∗re f ∗ δ(x + ε0) + E∗p ∗ Ere f ∗ δ(x − ε0)],

with t (0 ≤ t ≤ 1) the relative level of polarization leakage, which simulates the extinction
ratio of the polarizer as 1/t, and the effect of a misaligned polarizer as:

t = 2 sin2(δθ), (5.27)
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with the misalignment angle δθ. Equation 5.26 shows that the central peak is always be
subtracted out in this case, which is not surprising because the main effect of polarization
leakage is the reference beam leaking into channel 2. It also shows that the accuracy of the
sideband estimate is now proportional to 1 −

√
t, effectively reducing the response of the

wavefront sensor, which will eventually lower the gain of the wavefront control loop. The
accuracy with which the flux in the reference hole can be estimated scales more favorably
with (1 − t) and is therefore less affected. When, for example, the RH polarizer has an
extinction ratio of 100:1, that is, 1/t = 100 → t = 10−2, then the wavefront estimate is
90% of its true value, while the reference hole flux is 99% of the truth. If the extinction
ratio is accurately known, for example by measurements before installing the modified
Lyot mask, this effect can be corrected for during post-processing or wavefront control.
Another effect to take into account, especially with CDI as discussed in subsection 5.2.8,
is that the polarization leakage also contaminates the second channel. This introduces an
extra source of photon noise during post-processing with CDI. Therefore, although the
effects on the wavefront control can be calibrated, a high performance polarizer with low
leakage is desirable. As discussed in section 7.5, a prime candidate for the RH polarizer
are wire grids polarizers. These can be manufactured to have an extinction ratio of 1000:1
- 10.000:1 (George et al., 2013), which would result in t = 10−3 − 10−4. When the
PBS is implemented as a Wollaston prism, which we foresee to be used, the extinction
ratio exceeds 100.000:1 (King & Talim, 1971), which is equivalent to t ≤ 10−5 and thus
negligible compared to the wire grid polarizer performance. A rotational misalignment
between the RH polarizer and PBS gives a polarization leakage dictated by Equation 5.27.
For misalignments of 1◦, 3◦, and 5◦, we find t ≈ 6 · 10−4, t ≈ 5 · 10−3, and t ≈ 2 ·
10−2, respectively. Therefore, it is likely that rotational misalignments will dominate the
polarization leakage.

5.2.8 Coherent differential imaging
In this subsection, we investigate how CDI is performed with the PESCC. If we con-
sider adding the light of an unpolarized, incoherent circumstellar environment (e.g., an
exoplanet, or circumstellar disk), the measurements in channel 1 and 2 become:

I′1 = I1 + Iic, (5.28)
I′2 = I2 + Iic, (5.29)

with I1 and I2 given by Equation 5.1 and Equation 5.2, and Iic the incoherent contribution.
We assume that p = 0 and t = 0. Deriving the Ic term is slightly different for the two
channels, as only one has the RH beam interfering. For channel 1 we find Iic as (Galicher
& Baudoz, 2007):

Iic = I′1 − Ire f − I2
sb/Ire f − Ict, (5.30)

with Ire f given by Equation 5.10, Isb given by Equation 5.8, and Ict given by Equation 5.11.
For channel 2 we find Iic as:

Iic = I′2 − I2
sb/Ire f . (5.31)

We note that the second channel does not contain the RH PSF, and is therefore not affected
by photon noise from this term. These equations only hold for the perfect system. When
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Table 5.2: Simulation parameters for section 7.3.

Variable Value
λ 1550 nm
Pupil diameter 7 mm
Aperture Clear
Coronagraph Charge two vortex
Lyot stop diameter 0.99 pupil diameter
Deformable mirror 40 × 40 actuators

β 1.1
dr 0.3 mm
γ 23.2
ε0 PESCC 4.2 mm
ε0 SCC 11.7 mm

Focal-plane sampling PESCC 2.24 pixels per λ/D
Focal-plane sampling SCC 4.39 pixels per λ/D

there are system inaccuracies present, the CDI performance will degrade significantly.
However, inaccuracies such as p and t can be accounted for in the post-processing step if
the correct values are known. As shown in subsection 5.2.6, it is possible to measure p in
the OTF1 and OTF2. For t, it would have to be measured preferably before the modified
Lyot stop is installed. When correcting for these effects, Equation 5.30 and Equation 5.31
become:

Iic = I′′1 − I′re f − I′2sb/I
′
re f − I′ct, (5.32)

Iic = I′′2 − t2I′re f − I′2sb/I
′
re f − tI′ct, (5.33)

with I′′1 = I′1/(1+ p) and I′′2 = I′2/(1− p) the images corrected for instrumental polarization
effects, I′re f = Ire f /(1− t2), I′sb = Isb/(1− t), and I′ct = Ict/(1− t) the correction for polarizer
leakage of respectively the RH beam, the intensity of the sideband, and the intensity of
the cross-talk term.

5.3 Simulations
In this section, we investigate the performance of the PESCC in numerical simulations,
and compare it to the SCC where relevant. The effects of photon noise, differential aber-
rations, instrumental polarization, polarizer leakage, and spectral resolution on wavefront
sensing and control are explored. The simulations are performed in Python using the
HCIPy package (Por et al., 2018), which includes polarization propagation with Jones
matrices necessary for this work. We simulate an idealized HCI system with static wave-
front aberrations. The system operates at 1550 nm and consists of a clear aperture, an
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idealized DM (e.g., no actuator cross-talk, or quantization errors) with a 40×40 square
grid of actuators located in the pupil plane, a charge two vortex coronagraph, a (PE)SCC
Lyot stop, a polarizing beamsplitter and detector. The diameter of the pupil before the
vortex coronagraph is 7 mm. The wavefront aberrations that are looked at are induced
by an out-of-plane phase aberration following a power spectral density with a power law
exponent of -3. Fresnel propagation from this plane to the pupil creates both phase and
amplitude aberrations. This results in a wavefront error (WFE) of 2.9 · 10−2 (±8 · 10−3) λ
root mean square (RMS), and intensity variations over the pupil of 16 (±1%) RMS (mea-
sured over 100 random aberrations). The Lyot is undersized by 1% compared to the pupil
diameter. The diameter of the RH is determined by Equation 5.13 and for this specific
system it is set to 0.3 mm (γ = 23.2). The RH distance is determined by Equation 5.15
and Equation 5.16 for the SCC and PESCC respectively. For β = 1.1, the RH distance is
11.7 mm for the SCC and 4.2 mm for the PESCC. This automatically sets the focal-plane
sampling to 4.39 pixels per λ/D for the SCC (Equation 5.19) and 2.24 pixels per λ/D for
the PESCC (Equation 5.20). The simulation parameters are summarized in Table 7.2.

First, we investigate the wavefront sensing performance in subsection 5.3.1. Subse-
quently, we look into wavefront sensing and control in subsection 5.3.2. Finally, we test
the CDI with the PESCC in an idealized system in subsection 5.3.3. As the wavefront
aberrations considered here remain static during the simulations, the conditions and re-
sults are more representative for space-based observatories. They mainly serve as proof of
principle, and in a future work, we will investigate more realistic conditions for ground-
based observatories.

5.3.1 Wavefront sensing
In this subsection, we investigate how the wavefront sensing capabilities of the PESCC
compare to the SCC and how they degrade due to various noise sources. To estimate the
wavefront sensing performance, we calculate, from the two channels images, the ∆OTF
as in Equation 5.7 when the noise source is applied. Subsequently, we select one of the
sidebands and center it. This sideband is the pupil-plane electric field convolved with
the pupil-plane RH electric field, and we consider that to be the pupil-plane electric field
estimate. Similarly, a noiseless pupil-plane electric estimate is calculated for the same
wavefront aberration. The residual RMS wavefront error, which is the WFE common to
both channels, is calculated by subtracting the phase of the noiseless electric field estimate
from the estimate with noise, and is converted from units of radians to relative units of
fractional λ. We simulate various levels of every noise source, and for every level, we
simulate a hundred random wavefront aberration instances.

Photon noise performance

As discussed in subsection 5.2.3, the RH of the PESCC can be positioned much closer to
the pupil compared to the RH of the SCC. This provides access to a greater number of
photons for wavefront sensing as the coronagraph’s focal-plane mask scatters most light
close to the geometric pupil. In Figure 5.6, we plot the fractional power of the RH (ratio
of the power in the RH and the total power available) as function of the distance to the
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Figure 5.6: Fractional power in the RH (ratio of the power in the RH and total power in
pupil plane before Lyot stop) as function of distance from the center of the pupil. This
was simulated using a charge two vortex coronagraph and does not include the polarizer
in the RH for the PESCC to show the total power available.
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Figure 5.7: Photon noise sensitivity of the PESCC and SCC for wavefront sensing. The
reported photon number is the number of photons before the coronagraph. The error bars
show the 1σ deviation over the 100 random wavefront aberration instances. The dashed
and dotted lines show 1/

√
Np fits for photon numbers ≥ 1011 to show the regimes in

which the performance is photon noise-limited.
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pupil center (ε0/D) for various γ with a charge 2 vortex coronagraph. We do not include
the polarizer that would be installed in the RH of the PESCC to show the total power
available. This figure shows that there is a greater number of photons available for the
PESCC compared to the SCC, for example, at their respective minimum ε0 (shown in the
figure with the vertical, dotted and dashed lines), there is a factor of ∼64 difference (factor
∼32 including the polarizer). However, the polarizing beamsplitter does also split the
main beam into two, which effectively halves the number of photons in the main beam.
Therefore, the effective increase in the photon numbers is ∼16. We note that this last
sensitivity hit only applies to wavefront sensing and not for companion detection because
in the latter case, both channels can be combined. To indicate the expected wavefront
sensing performance, we plot in Figure 5.7 the wavefront sensing performance as function
of the number of photons before the coronagraph. This figure shows that the PESCC
consistently outperforms the SCC by a factor of four, which is to be expected as the
PESCC receives ∼16 more photons (

√
16 = 4). This enables the PESCC to either achieve

a sensitivity that is four times higher or run with wavefront control loop speed that is a
16 times higher. The dotted and dashed lines show 1/

√
Np fits (Np is the photon number)

that are fitted to the data points for Np ≥ 1011 photons. When the photon numbers become
too low, then there are not enough photons in the sidebands for wavefront information to
be subtracted and the noise becomes dominated by numerical artifacts, which explains
the flattening of the data points. As the PESCC has access to more photons, it occurs at
the lower photon number. For 1012 photons, the PESCC reaches a < 10−3 λ RMS WFE,
a similar WFE is reached by the SCC at ∼ 1.6 · 1013 photons.

Differential aberrations

The principle of the PESCC is that the OTFs of the two beams can be subtracted to reveal
the sidebands. However, these beams follow different optical paths in and downstream of
the PBS. A converging beam propagating through a PBS such as a Wollaston prism can
incur differential aberrations between the outgoing beams (Simon, 1986) and these dif-
ferential aberrations can increase when the beams hit the downstream at optics at slightly
different positions. These differential aberrations introduce residuals in the ∆OTF that af-
fect the wavefront estimation. Here, we quantify the effect of these differential aberrations
on the wavefront estimation. We assume that that the polarizing beam splitter is one of
the last elements in the optical train and that downstream optics only introduce low-order
aberrations from misalignments. We simulate the differential aberrations by introducing
on one beam a random combination of seven low order aberrations (starting at defocus),
that have been scaled to a certain rms wavefront error (∆φ). These low-order aberrations
include differential aberrations expected by the Wollaston prism (Simon, 1986) and from
the downstream optics (derived from Zemax simulations). The other beam does not get
any additional aberrations, so that we make sure that we tightly control the level of differ-
ential aberrations. In Figure 5.8, we plot wavefront estimation performance as a function
of the level of differential aberration. It shows that the wavefront is severely affected by
differential aberrations. For ∆φ ≈ 5 · 10−4 λ, the residual RMS WFE is ∼ 10−2 λ. This
means that differential aberrations will have to be tightly controlled for successful opera-
tion of the PESCC. To put these values into perspective, SPHERE/IRDIS was built with



5

150 Simulations

10 4 10 3 10 2 10 1

 [fractional ]

10 3

10 2

10 1

Re
sid

ua
l R

M
S 

W
FE

 [f
ra

ct
io

na
l 

]
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Figure 5.8: RMS differential aberrations (∆φ) between the two beams downstream of the
polarizing beamsplitter, and their effect on the wavefront reconstruction. The error bars
show the 1σ deviation over the 100 random wavefront aberration instances.
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Figure 5.9: Performance of the wavefront sensing with instrumental polarization effects.
The error bars show the 1σ deviation over the 100 random wavefront aberration instances.
The circles show that data points where the strength of instrumental polarization (p) was
not corrected and the triangles show the data points where p was corrected. The dotted
lines shows the photon noise limit, which was introduced to prevent the residual wavefront
error reaching numerical noise.

∼ 6 · 10−3 waves of differential aberrations (Dohlen et al., 2008) between the two beams.

Instrumental polarization

As discussed and analytically studied in subsection 5.2.6, uncorrected instrumental po-
larization can impact the wavefront estimation performance of the PESCC as the main
peak in the OTFs does not, thus, completely cancel in the ∆OTF. Here, we quantify the
effects of uncorrected and perfectly corrected instrumental polarization on the wavefront
sensing. In Figure 5.9, we plot the effects of increasing p versus the wavefront sensing
performance. We show the case of corrected and uncorrected p and we added photon
noise (1016 photons before the coronagraph) because, otherwise the corrected dots would
be at the numerical noise limit. This shows that when p is accurately known and corrected
for, the detrimental effects can be completely amended. However, when p is left (even
partially) uncorrected, it significantly impacts the wavefront sensing. For p ≈ 2 · 10−3,
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Figure 5.10: Performance of the wavefront sensing with polarization leakage. The error
bars show the 1σ deviation over the 100 random wavefront aberration instances. The
bottom x-axis shows polarization leakage (t), and the upper x-axis shows the equivalent
rotation offset (δθ) between the RH polarizer and PBS. We note that the right most data
point is sampled at t = 0.81.

the residual RMS WFE is ∼ 10−2 λ. This shows that the application of the p correction,
suggested in subsection 5.2.6, is important. For SPHERE/IRDIS, the uncorrected level
instrumental polarization is at the order of ∼10−2 (Van Holstein et al., 2020).

Polarization leakage

The polarizers are vital parts of the PESCC, and any imperfections will leak unwanted
light into channel 2. As discussed in subsection 5.2.7, this will affect the wavefront esti-
mation. This polarization leakage could be due to rotation offsets of this polarizer with re-
gard to the polarizing beamsplitter or an imperfect blockage of the unwanted polarization
state. Here, we simulate the polarization leakage and quantify its affect on the wavefront
sensing performance of the PESCC. In Figure 5.10, we plot the wavefront sensing perfor-
mance as function of the polarizer leakage. It clearly shows that the polarizer leakage has
a relatively minor impact on the wavefront sensing since, even for t = 0.81, the residual
RMS WFE is still below 10−4 fractional λ.
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Figure 5.11: Performance of the wavefront sensing with varying spectral resolution (Rλ).
The error bars show the 1σ deviation over the 100 random wavefront aberration instances.
The circles show the performance of the PESCC and the triangles the performance of the
SCC.

Spectral resolution

Astronomical observations always have a finite Rλ, and, as was analytically studied in
subsection 5.2.5, this affects the performance of the PESCC. Specifically, it was deter-
mined when Equation 5.22 and Equation 5.23 are not satisfied, respectively, the SCC
and PESCC, accurate wavefront sensing in the entire control region of the DM is not
possible. Here we simulate the effects of spectral resolution on the wavefront sensing.
The broadband effects are simulated by sampling seven wavelengths over the wavelength
range defined by the spectral resolution, calculating the PSF for each wavelength, and
incoherently adding the resulting PSFs. Due to the spectral effects, the sidebands in the
∆OTF are smeared, affecting the wavefront information. We use the position and size of
the RH at the central wavelength to generate an aperture that is applied to the ∆OTF for
wavefront sensing. In Figure 5.11, the results of the simulation are shown. It shows that
< 10−2 λ RMS WFE is achieved for Rλ ≈ 30 for the PESCC and Rλ ≈ 90 for the SCC.
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5.3.2 Wavefront sensing & control

In this subsection, we study how the noise sources in subsection 5.3.1 affect the wavefront
sensing and control when the goal is to cancel residual starlight in the region of interest
(ROI). When the goal is to minimize the electric field of the starlight in the ROI, it was
shown (Mazoyer et al., 2014) that minimizing Isb (Equation 5.8) is equivalent. We assume
that we are in the small phase regime and can therefore say that there is a linear relation-
ship between DM actuation and changes in Isb. The response matrix, which dictates this
linear relationship, can now be calibrated by actuating modes on the DM (actuator pokes
or sine/cosine modes) and recording the changes in Isb. We find the focal-plane response
to DM mode i by:

∆Ii
sb =

Ii
sb+
− Ii

sb−

2a2 , (5.34)

with a the poke amplitude that was set to 10−3 · λ, and Ii
sb+

and Ii
sb− the images flattened

to 1D vectors that corresponds to the positive and negative actuations of the mode, re-
spectively. The response matrix R is then constructed by stacking the responses to the N
modes that are controlled:

R =


R{∆I1

sb} I{∆I1
sb}

...
...

R{∆IN
sb} I{∆IN

sb}


T

, (5.35)

with R{·} and I{·} the real and imaginary components. In the simulations there is only
one DM, which is set in a pupil-plane and, therefore, we can only hope to correct for
phase and amplitude errors in a one-sided dark hole. Therefore, we chose a ROI given by
5 λ/D < x < 10 λ/D and −5 λ/D < y < −5 λ/D. We use a sine/cosine mode basis to
directly probe this region (Poyneer & Véran, 2005) to calibrate the response matrix. The
control matrix C is then calculated by inverting the response matrix using the singular-
value decomposition method with Tikhonov regularization. In closed-loop operation for
the wavefront control (WFC), we use a simple integral controller with a loop gain of 0.5.

As a comparison to WFC tests with the various noise sources, we first simulate the
WFC for 20 iterations without any noise sources present. The PSFs of this test are shown
in Figure 5.12. It shows that a dark hole is generated after the WFC in the ROI. In channel
1, the intensity of the RH is clearly visible as it limits the achieved contrast. When the
RH is blocked, the contrast in the ROI is the same for both channels. The convergence of
the algorithm is shown in Figure 5.13. The contrast of the two channels is plotted, which
shows that the channel with the RH PSF plateaus at ∼ 10−7 before the RH is blocked, and
the other channel converges to ∼ 2 · 10−9 within ten iterations. When the RH is blocked
at iteration 21, the contrast in channel 1 also converges to ∼ 2 · 10−9.

The results presented in Figure 5.13 serve as benchmark for the test with noise sources
to quantify the performance loss. For all the noise sources tested in subsection 5.3.2, we
use the values that give approximately a 10−1, 10−2, 10−3 fractional λ RMS WFE to test
with WFC.
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Figure 5.13: Raw contrast as function of iterations in the ROI for WFC example with
noise sources. At iteration 21, the RH is blocked to show that the dark holes reach similar
raw contrasts.
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Figure 5.14: Raw contrast as function of iterations for the system with photon noise. The
response matrix is acquired without photon noise. At iteration 21, the RH is blocked to
compare the raw contrasts in the two channels.
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Figure 5.15: Raw contrast as function of iterations for the system with different levels of
RMS differential aberrations (∆φ) between the beams. The response matrix is acquired
with the differential aberrations present. At iteration the RH is blocked to compare the
raw contrast in the two channels.

Photon noise performance

Here, we test how the wavefront control converges under photon noise. We assume that
the response matrix is calibrated by observing a very bright source (e.g., an internal source
within the instrument) such that photon noise is irrelevant, that is, we did not simulate pho-
ton noise while acquiring the response matrix. In Figure 5.14, the results are presented.
For 108 photons per exposure the wavefront control converges to ∼ 4 ·10−8 contrast. With
1010 photons, the contrast is close to that of the perfect system, at ∼ 3 · 10−9. Then for
1012 photons, the contrast that is reached is that of the perfect system, ∼ 2 · 10−9. When
considering the current internal near-infrared (NIR) camera and ∆λ = 50 nm filter at 1550
nm in SCExAO (Jovanovic et al. 2015; Lozi et al. 2018), which is located at the 8 meter
Subaru telescope on Maunakea, these photon numbers correspond to ∼ 2 Hz WFC loop
speed on a mH = 6, mH = 1, and mH = −4 target, respectively.
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Differential aberrations

As shown in Figure 5.3.1, differential aberrations between the two beams after the PBS
severely affect the wavefront sensing. Here, we quantify to what level it limits the WFC.
When calibrating the response matrix, the differential aberrations are included as they
are expected to be always present in the system. In Figure 5.15, the convergence of
the WFC under various levels of differential aberration is shown. For ∆φ = 10−2 λ,
the PESCC converges to a contrast of ∼ 4 · 107. With ∆φ = 6 · 10−4 λ it converges
close to the benchmark performance at ∼ 3 · 10−9 contrast. For ∆φ = 2 · 10−5 λ the
system converges to the benchmark system results at ∼ 2 · 10−9. To put these values into
perspective, the SCExAO/CHARIS polarization mode (Lozi et al., 2019) has ∼ 7 · 10−3

waves of differential aberrations1, and SPHERE/IRDIS was built with ∼ 6 · 10−3 waves
of differential aberrations (Dohlen et al., 2008) (both values calculated at λ = 1600 nm).
This means that if PESCC were implemented at either of these systems, it would converge
to a 1σ raw contrast between ∼ 4 · 107 and ∼ 3 · 10−9, probably closer to the former.

Instrumental polarization

Here, we test the effect of (un)corrected instrumental polarization on the WFC with the
PESCC. When calibrating the response matrix the instrumental polarization effects are
included when there is no correction of p in post-processing. When the instrumental
polarization is corrected, the correction is also included when calibrating the response
matrix. In Figure 5.16 a we show the WFC results when the instrumental polarization is
not corrected. For p = 3 · 10−2, the loop is not stable because the contrast first increases,
and then decreases. The final contrast achieved is ∼ 4 · 10−6, which is only a slight
improvement from the initial contrast. When p = 2 ·10−3, the system converges to ∼ 10−8

contrast. Then, for p = 1.3·10−4 the contrast achieved is ∼ 2·10−9, equal to the benchmark
results.

In Figure 5.16 b the polarization effects are corrected during WFC by the method pre-
sented in subsection 5.2.6. It shows that for all cases, the WFC converges to the contrast
of the system without noise. Uncorrected instrumental polarization at SPHERE/IRDIS is
at a level of p ≈ 10−2, and when corrected, using a detailed instrument polarization model,
reaches p ≤ 10−3 (Van Holstein et al., 2020). As shown in the results of Figure 5.16 a,
this means that the instrumental polarization have to be corrected as, otherwise, the loop
would be unstable and diverge. When the instrument polarization model is used and p is
corrected to a level of ∼ 10−3, then the WFC will converge to ∼ 10−8 contrast.

Polarization leakage

We investigate the effects of polarizer leakage on the WFC. As with the previous sub-
sections, we include the polarizer leakage in the response matrix calibration. The results
presented in Figure 5.3.1 show that the wavefront error is never affected more than on the
level of a 10−4 fractional λ RMS WFE. Therefore, we decided to test t = 10−2, 10−4, 10−6.
The results are shown in Figure 5.17. It shows that for t = 10−3, the contrast in channel

1As derived from a Zemax file provided by T. Groff.
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Figure 5.17: Raw contrast as function of iterations for the system with polarizer leakage.
The response matrix is acquired with the polarizer leakage. At iteration 21, RH is blocked
to compare the raw contrast between the two channels.
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Figure 5.18: Raw contrast as function of iterations for the system with broadband effects.
The response matrix is acquired with the broadband effects included. At iteration 21, the
RH is blocked to compare the raw contrast in the two channels.

2 initially does not converge to the benchmark contrast. When the RH is blocked, then
both channels converge to ∼ 2 · 10−9, which shows that channel 2 was limited by leakage
from the RH PSF. This proves that the WFC itself is not limited by polarizer leakage, but
that the contrast in the DH could be limited by leakage from the polarizer. As discussed
in subsection 5.2.7, polarization leakage is expected to be t = 10−3 − 10−4, and t ≤ 10−5

for the RH polarizer and PBS, respectively, and are not expected to to have an impact on
WFC. When the RH polarizer and PBS are misaligned by 5◦ the leakage is ∼ 2 · 10−2,
which is also on a level that does not impact the WFC, but the contrast in channel 2 will
then be limited by RH PSF to ∼ 7 · 10−9.

Spectral resolution

Here, we simulate the effects of spectral resolution on WFC. The broadband effects are
included when the response matrix is measured and the wavefront measurements are iden-
tical to Figure 5.3.1. Similarly as before, we sample seven wavelengths of the spectral
band and add the resulting PSFs to get the broadband PSF. In Figure 5.18, we show the
WFC results for various Rλ. It shows that for Rλ = 8, the WFC control diverges and that
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Figure 5.19: Raw contrast as function of iterations for the system with all effects. The
response matrix is acquired with all effects included. At iteration 21, the RH is blocked
to compare the raw contrasts in the two channels.

the contrast in the ROI becomes worse. For Rλ = 30 and Rλ = 100, the WFC converges
(close) to the contrast achieved by the system without noise sources. The tested spectral
resolutions are equivalent to filters with bandwidths of 0.13 · λ0, 0.03 · λ0, and 0.01 · λ0.
Therefore, as shown in Figure 5.18, the PSECC does not work with the broadband photo-
metric filters, but with narrowband filters that have δλ ≤ 0.03 · λ0 it will be able to run a
WFC effectively. Operation of the PESCC with an integral field spectrograph (IFS) would
be an ideal solution as it provides relatively narrowband images over broad wavelength
ranges. SCExAO/CHARIS (Groff et al., 2017) offers a low-resolution mode at Rλ = 18
and high-resolution modes at Rλ ≈ 70. The PESCC is able to operate with the high-
resolution modes. And SPHERE/IFS operates either with Rλ = 30 (Claudi et al., 2008) or
Rλ = 50 (Mesa et al., 2015), which means that the PESCC can operate with both modes.

Combined effects

Here, we combine the tested noise sources in one simulation to investigate whether these
noise sources interact with each other. For every noise source, we select the level that
gives a 10−2 λ WFE, as described in subsection 5.3.1. All the noise sources, except the



5

164 Discussion and conclusions

photon noise, are included when calibrating the response matrix. During the wavefront
sensing step, the instrumental polarization is measured and corrected in the frames. The
results are presented in Figure 5.19. This shows that the WFC control converges to a
contrast of ∼ 10−8, which is very similar to the raw contrast achieved when there were
uncorrected p effects at p ∼ 2 · 10−3, roughly an order of magnitude worse than the
performance under the other individual noise sources. This is caused by the differential
aberrations, which introduce intensity differences between the OTFs of the two channels
at locations where p is measured. These intensity differences are not caused by p effects
and, therefore, lead to incorrect p estimates.

5.3.3 Coherence differential imaging
In this subsection, we study the improvements in contrast that CDI could bring with the
PESCC, which was developed in subsection 5.2.8. As proof of principle, we simulate a
monochromatic, idealized system without any noise sources other than wavefront aberra-
tions. The parameters as presented in Table 7.2 are used for the simulation. We compare
the CDI before and after the WFC. We aim to minimize the starlight in the ROI, defined by
1 λ/D > r > 18 λ/D and x > 0. The ROI is larger than what was used in subsection 5.3.2
to show that the PESCC is not limited to a dark hole size. Unlike in subsection 5.3.2, we
do not block the RH after the final WFC step. This is to estimate the effect of subtracting
the terms involving the RH PSF. In Figure 5.20, the PSFs are shown before and after the
WFC as well as after the CDI. It shows that the WFC improves the contrast in the ROI,
as it is intended to do, while the CDI improves the entire FOV. Furthermore, it shows that
CDI is not able to completely remove the PSF and bring the contrast to numerical noise.
This is likely due to numerical artifacts. The PSF of the RH is clearly visible in the post-
WFC PSF of channel 1, and is largely removed after the final CDI step. A radial profile of
the contrast in the ROI is shown in Figure 5.21. It shows that the initial contrast in the ROI
is between ∼ 4 · 10−4 and ∼ 10−6. When performing CDI on the initial PSFs, the contrast
is improved to ∼ 6 · 10−8 − 3 · 10−9, which is an increase of a factor of ∼ 330 − 6600.
Following the WFC, the contrast becomes ∼ 2 · 10−7 − 3 · 10−8 for channel 1, which is
limited by the RH PSF, and ∼ 2 ·10−8−10−9 for channel 2. A subsequent CDI step brings
this to 6 · 10−10 for channel 1, and ∼ 3 · 10−11 − 8 · 10−11 for channel 2, which is a factor
of ∼ 100 − 300 increase.

5.4 Discussion and conclusions

In this work, we present the PESCC, a new variant of the SCC that features a linear po-
larizer in the RH. When the two linear polarization states are subsequently separated by
a polarizing beamsplitter, the focal-plane image of the polarization state let through by
the RH polarizer is fringed, while the image of the orthogonal polarization state remains
unmodulated by fringes. When the OTFs of these two images are subtracted, the side-
bands containing wavefront information and the RH peak are revealed. These can be used
for wavefront sensing and control in order to generate dark holes where the starlight is
canceled by DM actuation. It can also be used for CDI, a post-processing technique that
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Figure 5.21: Radial contrast in the ROI for the CDI simulation. Shown are the 1σ raw
contrast curves before and after WFC and CDI.
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aims to remove all coherent light in the image. The PESCC has the great advantage that
the RH can be placed right next to the pupil, which strongly reduces the constrains on
the optics size as the total beam foot print is much smaller compared to the SCC. This
makes it much easier to implement the PESCC in existing high-contrast imaging instru-
ments such as VLT/SPHERE and Subaru/SCExAO. As focal-plane coronagraphs diffract
more light close to the edge of the pupil, this has the added advantage that the PESCC has
access to more light for wavefront sensing.

We simulated an idealized HCI system with static phase and amplitude wavefront
aberrations generated by an out-of-plane phase aberration. The system was operating at
1550 nm, consisting of a clear aperture, an idealized DM (e.g., no actuator cross-talk or
quantization errors), with a 40×40 square grid located in the pupil plane, a charge 2 vor-
tex coronagraph, a (PE)SCC Lyot stop, and a polarizing beamsplitter and detector. We
found that the PESCC has ∼16 times more photons available than the SCC (this includes
the 50% throughput of the RH polarizer and polarizing beamsplitter). This was confirmed
with additional simulations where we studied the sensitivity of the wavefront sensing with
photon noise, as the PESCC reached a sensitivity ∼ 4 times higher than that of the SCC.
This can either be used to increase the loop speed of the WFC or reach higher sensitivi-
ties in the wavefront sensing. The RH being closer the pupil also relaxes the focal-plane
sampling and spectral resolutions constraints with regard to the SCC by a factor 2 and
3.5, respectively, to 2 pixels per λ/D (which is a factor four gain in number of pixels) and
Rλ ≈ 24 for an infinitely small RH. The latter was confirmed with numerical simulations.
Another advantage is that the PESCC automatically estimates the RH PSF, enabling CDI
post-processing for all science frames. Through idealized simulations, we have shown
that CDI after WFC can reach a 1σ raw contrast of ∼ 3 · 10−11 − 8 · 10−11 between 1
and 18 λ/D. However, we found in the analytical and numerical studies that instrumental
polarization and differential aberrations need to be tightly controlled for the PESCC to
operate successfully. We have shown that it is possible to measure the degree of instru-
mental polarization in the OTFs of the two channels when the differential aberrations are
not dominant, and this can subsequently be used to correct the images. If the differential
aberrations dominate, then it is preferable to use an instrumental polarization model to
predict p (Van Holstein et al., 2020). Leakage from the RH polarizer was found not to
affect the wavefront sensing significantly, but it does pollute the dark hole in the other
channel.

The simulations presented in section 7.3 were highly idealized and are, rather, more
representative of space-based observatory conditions. They mainly serve as a proof of
principle and in a future work, we will use more realistic simulations to investigate the
performance of the PESCC on ground-based systems. This would include realistic resid-
ual wavefront errors after an XAO system that will limit the achievable raw contrast to
∼ 10−5 (Guyon, 2018), while simultaneously creating an incoherent speckle ground that
reduces the effectivity of CDI. Also, more realistic telescope apertures and coronagraphs,
such as the standard Lyot coronagraph and Vector Vortex Coronagraph (Mawet et al.,
2009), need to be included. Furthermore, recent studies have shown that there are also
limitations coming from DM(s) location(s) as well as DM actuator number and quanti-
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zation errors (Beaulieu et al., 2017, 2020; Ruane et al., 2020). Therefore, we need to
add more realistic DM models in future simulations. Finally, CDI was studied without
any noise sources present other than wavefront aberrations. Additional simulations that
include these noise sources are needed to accurately predict the gain in contrast that CDI
could realistically offer.

Thus far, we have not discussed how the PESCC Lyot mask with RH polarizer would
actually be implemented. Unfortunately, it is not as trivial as putting a wire grid polarizer
on a substrate in front or behind the RH. The main problem is the coherence length L of
light, which is defined by (Wolf et al., 2007) as:

L =
λ2

∆λ
. (5.36)

If the optical path difference between the main beam and the beam propagating through
the RH polarizer exceeds L, then the RH beam becomes incoherent and will not interfere.
This means that the PESCC would then lose its wavefront sensing capabilities. Suppos-
ing λ = 1550 nm and ∆λ = 50 nm, then L would only be 48 µm, which sets very tight
requirements on the thickness of the RH polarizer. For an initial lab demonstration with
a laser source, a film or wire grid RH polarizer would be sufficient, as the coherence
length of lasers sources is much longer than several meters. The implementation in an
actual instrument would need other solutions as the bandwidth would otherwise be un-
acceptably small. We envision two possible solutions: 1) reflective Lyot stops with the
RH polarizer also operating in reflection; and 2) a simultaneously lithographically etched
wire grid polarizer and Lyot stop on thin a glass substrate that covers the entire pupil.
The former solution will probably be affected by a lower quality of the reflected beam
from the polarizer (Baur, 2003) and is not easily implemented in existing systems as they
generally don’t have reflective Lyot stops. Therefore, the latter solution is more appealing
as it could be more easily implemented. The pixelated polarizer technology offered by
Moxtek2 looks especially promising, but it will have to be investigated more closely to
determine the feasibility of its application.

The PESCC is a variant of the fast-modulated SCC (FMSCC; Martinez 2019), which
temporally modulates the RH. Here, we put into perspective how the PESCC stands in
relation to the FMSCC. The two wavefront sensors bear great similarities and part of
the simulations presented in this work apply to both (photon noise sensitivity, differen-
tial aberrations, and spectral resolution). The main difference is the domain in which the
reference beam is encoded: polarization for the PESCC and temporal for the FMSCC.
Both domains have their advantages and disadvantages. The PESCC is a completely
static solution, important for situations when observing faint targets through the turbu-
lent atmosphere and when moving parts are avoided to prevent vibrations. As an added
bonus, polarimetry is almost automatically enabled; this is discussed in more detail be-
low. However, it comes at the cost of added optics with their own set of requirements
(e.g., coherence length, leakage, differential aberrations) and sensitivity to instrumental

2https://moxtek.com/optics-product/pixelated-polarizer/

https://moxtek.com/optics-product/pixelated-polarizer/
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polarization. The FMSCC is optically more easily implemented, as it only adds mechan-
ics to dynamically block the RH in synchronization with camera exposure and readout.
This makes it suitable for situations in which the number of optics needs to be minimized,
for example, in space-based observatories. However, in situations when the camera ex-
posure time to get sufficient signal-to-noise becomes longer than the timescale for which
the evolving aberrations can be considered frozen, the FMSCC is less applicable. The
temporal RH modulation might also induce vibrations that can affect the overall system
performance.

Although the PESCC offers a factor of 3.5 in spectral bandwidth improvement com-
pared to the SCC, it still does not encompass an entire broadband photometric band.
Therefore, further improvements are desirable as a broader bandwidth will improve the
S/N . To increase the bandwidth of the SCC the multi-reference SCC (MRSCC: Delorme
et al. 2016) was introduced. The MRSCC has additional RHs, placed at different clock-
ing angles, and has shown to reach high contrasts in broad wavelength ranges. Similarly,
we can introduce the multi-reference PESCC (MRPESCC), which would be very similar
to the MRSCC, but with polarizers in each RH. These additional RHs would generate
fringes in different directions, which enables more accurate broadband wavefront sens-
ing. The polarizers in the RHs could be orientated differently, making them sensitive to
electric field estimates of opposite polarization states and, therefore, possibly enabling
the MRPESCC to measure polarization aberrations (Breckinridge et al., 2015). Another
solution for increasing the bandwidth is via numerical monochromatization of the broad-
band image (Huijts et al., 2020). In this method, the wavelength scaling of the PSF is
inverted by a vector-matrix multiplication, with the vector the flattened broadband image,
and the matrix the inverse of the monochromatic image to broadband image mapping.
The monochromatized image could then be used for wavefront sensing.

Starlight is unpolarized to a very high degree, but when it is reflected by an exoplanet,
it becomes polarized. Polarization differential imaging (PDI) separates polarized light
from unpolarized light, making it a useful tool for discriminating between a planet and
mere speckles. As the PESCC requires a polarizing beamsplitter, a natural, additional,
post-processing method that could be used is the PDI, especially for longer integration
times, where CDI would have trouble removing the incoherent AO speckle halo; in such
a case, the PDI could help remove this unpolarized structure. Using a fast polarization
modulator to freeze the atmosphere, subsequent images in one of the channels could di-
rectly be subtracted, similar to a single-beam polarimeter. If we want to combine the
CDI and PDI, it has to be investigated whether, following a CDI step on the two polar-
ization channels, it would be possible to directly subtract them (similar to a dual-beam
polarimeter) or would subsequent images in one channel be subtracted after polarization
modulation. The latter example would also require a fast polarization modulator (∼100
- 1000 Hz) to “freeze” the atmosphere. An additional advantage of a polarization mod-
ulator right after the modified Lyot stop is that the effect of differential aberrations can
be minimized. A polarization modulator can exchange the two beams between the chan-
nels, that is the polarization state with reference beam will be in channel 2 instead of
channel 1. The differential aberration will now flip its sign because two beams now in-
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cur the other aberrations. Combining two measurements of the ∆OTF, which had a beam
exchange in between them, in time will cancel the detrimental effect of the differential
aberrations. Similar techniques are used with dual-beam polarimeters to reach high po-
larimetric sensitivity (Snik & Keller, 2013). In any case, this could be a unique integration
of a coronagraph with WFSC, CDI, and PDI.

The integration of the PESCC in current ground-based high-contrast imaging systems
such as Subaru/SCExAO and VLT/SPHERE could be relatively simple. Both systems
already have focal-plane coronagraphs (Jovanovic et al. 2015; Beuzit et al. 2019) and
polarizing beamsplitters (Lozi et al. 2019; De Boer et al. 2020) in place. Therefore, the
only upgrade required would be the modified Lyot stop with RH and polarizer, which in
a minimally invasive way could offer substantial gains in terms of focal-plane wavefront
sensing and control. In the introduction, we do not discuss space-based systems, however,
the simulations show that the PESCC could be applicable to them. This is even more rel-
evant with regard to space-based systems, such as the high-contrast imaging system in
HabEx (Mennesson et al., 2016) and LUVOIR (Pueyo et al., 2017), where the optics size
is limited as the entire telescope is constrained in weight and volume. The PESCC might
also serve as a powerful solution for such systems, as we demonstrate in this work.
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6 | On-sky verification of Fast and Furi-
ous focal-plane wavefront sensing

Moving forward toward controlling the island effect at
Subaru/SCExAO

Adapted from
S.P. Bos, S. Vievard, M.J. Wilby, F. Snik, J. Lozi, O. Guyon,
B.R.M. Norris, N. Jovanovic, F. Martinache, J.-F. Sauvage,

C.U. Keller
Astronomy & Astrophysics, 639, A52 (2020)

High-contrast imaging (HCI) observations of exoplanets can be limited by the is-
land effect (IE). The IE occurs when the main wavefront sensor (WFS) cannot measure
sharp phase discontinuities across the telescope’s secondary mirror support structures
(also known as spiders). On the current generation of telescopes, the IE becomes a severe
problem when the ground wind speed is below a few meters per second. During these
conditions, the air that is in close contact with the spiders cools down and is not blown
away. This can create a sharp optical path length difference (OPD) between light passing
on opposite sides of the spiders. Such an IE aberration is not measured by the WFS and
is therefore left uncorrected. This is referred to as the low-wind effect (LWE). The LWE
severely distorts the point spread function (PSF), significantly lowering the Strehl ratio
and degrading the contrast. In this article, we aim to show that the focal-plane wavefront
sensing (FPWFS) algorithm, Fast and Furious (F&F), can be used to measure and correct
the IE/LWE. The F&F algorithm is a sequential phase diversity algorithm and a software-
only solution to FPWFS that only requires access to images of non-coronagraphic PSFs
and control of the deformable mirror. We deployed the algorithm on the SCExAO HCI
instrument at the Subaru Telescope using the internal near-infrared camera in H-band.
We tested with the internal source to verify that F&F can correct a wide variety of LWE
phase screens. Subsequently, F&F was deployed on-sky to test its performance with the
full end-to-end system and atmospheric turbulence. The performance of the algorithm
was evaluated by two metrics based on the PSF quality: 1) the Strehl ratio approximation
(S RA), and 2) variance of the normalized first Airy ring (VAR). The VAR measures the
distortion of the first Airy ring, and is used to quantify PSF improvements that do not or
barely affect the PSF core (e.g., during challenging atmospheric conditions). The internal
source results show that F&F can correct a wide range of LWE phase screens. Random
LWE phase screens with a peak-to-valley wavefront error between 0.4 µm and 2 µm were
all corrected to a S RA >90% and an VAR / 0.05. Furthermore, the on-sky results show
that F&F is able to improve the PSF quality during very challenging atmospheric condi-
tions (1.3-1.4” seeing at 500 nm). Closed-loop tests show that F&F is able to improve
the VAR from 0.27 to 0.03 and therefore significantly improve the symmetry of the PSF.
Simultaneous observations of the PSF in the optical (λ = 750 nm, ∆λ = 50 nm) show
that during these tests we were correcting aberrations common to the optical and NIR
paths within SCExAO. We could not conclusively determine if we were correcting the
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LWE and / or (quasi-)static aberrations upstream of SCExAO. The F&F algorithm is a
promising focal-plane wavefront sensing technique that has now been successfully tested
on-sky. Going forward, the algorithm is suitable for incorporation into observing modes,
which will enable PSFs of higher quality and stability during science observations.
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6.1 Introduction

Current high-contrast imaging (HCI) instruments, such as SCExAO (Jovanovic et al.,
2015b), MagAO-X (Males et al. 2018; Close et al. 2018), SPHERE (Beuzit et al., 2019),
and GPI (Macintosh et al., 2014), are now routinely exploring circumstellar environments
at high contrast (∼10−6) and small angular separation (∼200 mas) in the near-infrared or
the optical (Vigan et al., 2015). These instruments detect and characterize exoplanets
by means of direct imaging, integral field spectroscopy, or polarimetry (Macintosh et al.
2015; Keppler et al. 2018). Such observations help us to understand the orbital dynamics
of planetary systems (Wang et al., 2018), the composition of the exoplanet’s atmosphere
(Hoeijmakers et al., 2018), and find cloud structures (Stam et al., 2004). To reach these
extreme contrasts and angular separations, these instruments use extreme adaptive optics
to correct for turbulence in the Earth’s atmosphere, coronagraphy to remove unwanted
star light, and advanced post-processing techniques to enhance the contrast, for exam-
ple, angular differential imaging (Marois et al., 2006a), reference star differential imaging
(Ruane et al., 2019), spectral differential imaging (Sparks & Ford, 2002), and polarimetric
differential imaging (Langlois et al. 2014 ; van Holstein et al. 2017).

One of the limitations of the current generation of HCI instruments are aberrations
that are non-common and chromatic between the main wavefront sensor arm and the sci-
ence focal-plane. These non-common path aberrations (NCPA) vary on minute to hour
timescales during observations, due to a changing gravity vector, humidity, and temper-
ature (Martinez et al. 2012; Martinez et al. 2013), and are therefore difficult to remove
in post-processing. Ideally, these aberrations are detected by wavefront sensors close to,
or in the science focal plane and subsequently corrected by the deformable mirror (DM).
Many variants of such wavefront sensors have been developed, and some of these have
been successfully demonstrated on-sky (Martinache et al. 2014; Singh et al. 2015; Marti-
nache et al. 2016; Bottom et al. 2017; Wilby et al. 2017; Bos et al. 2019; Galicher et al.
2019; Vigan et al. 2019).

Another limitation is the island effect (IE), which occurs when the telescope pupil
is strongly fragmented by support structures for the secondary mirror. We refer to these
fragments as segments in the rest of the paper. When these structures become too wide,
conventional pupil-plane wavefront sensors (WFSs) such as the Shack-Hartmann and
Pyramid poorly sense sharp discontinuities in phase aberrations across these gaps. This
is because these WFSs typically measure the gradient of the wavefront in two orthogo-
nal directions, and discontinuities can be difficult to integrate over to retrieve the wave-
front itself. It is expected that the upcoming class of Giant Segmented Mirror Telescopes
(GSMTs) will increasingly suffer from the IE, as the support structures will become even
wider and more numerous.

For the current generation of HCI instruments, the IE mainly manifests itself as the
so-called low-wind effect (LWE). The LWE occurs when the ground windspeed is very
low (under a few m/s), which would typically be considered to be amongst the best ob-
serving conditions. It has now been well understood to be a form of dome seeing and
is caused by thermal problems at the spiders supporting the secondary mirror (Sauvage
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Figure 6.1: Piston-tip-tilt mode basis for SCExAO instrument at the Subaru Telescope.
The pupil of SCExAO is fragmented into four segments due to the spiders, see Figure 6.4.
For every individual segment, we define a piston, tip, and tilt mode.
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et al. 2015; Sauvage et al. 2016; Milli et al. 2018). During these events, radiative cool-
ing of the spiders lowers their temperature below that of the ambient air. The air on one
side of the spider that is in close contact, and which is not blown away due to the low
wind speeds, also cools down and changes its refractive index. This introduces a sharp
optical path length difference (OPD) between light passing on opposite sides of a spider,
which is subsequently not measured by the traditional wavefront sensor. The aberrations
generated by the LWE were measured to have a peak-to-valley (P-V) wavefront error
(WFE) of up to hundreds of nanometers (Sauvage et al., 2015), and can be considered
to be a combination of piston-tip-tilt (PTT) phase modes across each segment. We invite
the reader to see Figure 6.1 for an example of such modes in the context of the Subaru
Telescope pupil. Typical consequences of the LWE are a strong distortion of the point
spread function (PSF), the first Airy ring broken up into multiple side lobes, and an ac-
companying strong reduction in Strehl ratio (typically tens of percent). This results in a
reduced relative signal from circumstellar objects and degraded raw contrasts, and thus
an overall worse performance of the HCI system. Furthermore, these effects are generally
quasi-static and thus become difficult to calibrate in post-processing. The LWE has been
reported at the VLT and Subaru telescopes to affect 3% to 20% of the observations, while
Gemini South is at < 3% (Milli et al., 2018).

Thus far, multiple solutions have been investigated that either prevent the LWE from
occurring, or measure it with an additional wavefront sensor and correct it with the DM.
At the VLT, the spiders were recoated with a material that has a low thermal emissiv-
ity in the infrared. This brought the occurrence rate down from 20% to a more man-
ageable 3% (Milli et al., 2018). But it is still reported when the ground wind speed is
below 1 m/s, making additional solutions that drive this down even further desirable. In
the context of future instruments of GSMTs, there have also been investigations (Hut-
terer et al., 2018) toward changing the wavefront reconstruction of the Pyramid WFS to
make it sensitive to the IE and therefore the LWE. Several focal-plane wavefront sensors
have also been investigated to specifically target the LWE. For example, the Asymmet-
ric Pupil Fourier Wavefront Sensor (APF-WFS; Martinache (2013)) was demonstrated
on-sky at Subaru/SCExAO to be able to correct the LWE (N’Diaye et al., 2018). At Sub-
aru/SCExAO, a host of new focal-plane wavefront sensing methods are being tested with
the internal source and on-sky in the context of the IE and LWE (Vievard et al., 2019).

In this paper, we present the results of deploying one of these methods, the Fast and
Furious algorithm (F&F; Keller et al. 2012; Korkiakoski et al. 2012; Korkiakoski et al.
2014), to the SCExAO instrument. This algorithm is a software-only solution to focal-
plane wavefront sensing and therefore easy to implement on HCI instruments. It will be
more extensively discussed in section 7.2. In previous work, F&F was already explored
as a way to measure the LWE in the context of the SPHERE instrument (Wilby et al.
2016; Wilby et al. 2018). Specifically, the goal was to show that the algorithm would
still perform well in the low signal-to-noise environment of the differential tip-tilt sensor
(Baudoz et al., 2010) within SPHERE. It showed satisfactory performance both in simu-
lation (Wilby et al., 2016) and at the MITHIC bench (Vigan et al., 2016) in a laboratory
environment (Wilby et al., 2018). Here, we study the performance of the algorithm on
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Figure 6.2: Explanation of one iteration of the Fast and Furious algorithm. At iteration i
an image pi is split into its even pi,e and odd pi,o components. The odd component can
directly solve for the odd focal-plane electric field yi (Equation 6.5). Similarly, the even
component is used to solve for the absolute value of the even focal-plane electric field |vi|

(Equation 6.6). To solve for the sign of vi, the previous image pi−1, that has a diversity
phase Φd, is introduced to break the degeneracy (Equation 6.9). The estimates of yi and
vi together give an estimate of the pupil-plane phase Φi (Equation 6.10).

the SCExAO instrument using the internal source, and report on the first on-sky tests in
section 6.3. We discuss the results and conclude in section 7.5.

6.2 Fast and Furious algorithm

The Fast and Furious (F&F; Keller et al. 2012; Korkiakoski et al. 2014) algorithm is an
extension of the sequential phase diversity technique originally introduced by Gonsalves
(2002). In conventional phase diversity techniques (Gonsalves 1982; Paxman et al. 1992),
the degeneracy in estimating even phase modes is solved by recording two images, one
in focus and another strongly out of focus. This forces the user to either split the light
into two imaging channels or alternately record in- and out-of-focus images. A sequential
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phase diversity algorithm uses sequential in-focus images and relies on a closed-loop sys-
tem that continuously provides phase corrections that improve the wavefront and serve as
diversity to solve for the even phase aberrations. Therefore, such an algorithm will never
be able to give a single shot phase estimate and must always be operated in closed loop.

The F&F algorithm refers to an extension of this sequential phase diversity technique
and greatly improves the dynamic range and stability (Keller et al., 2012). Focal-plane
images acquired by the algorithm are split into the even and odd components. Using
simple algebra, the odd component directly solves for the odd focal-plane electric field.
The even component can only solve for the absolute value of the even focal-plane electric
field. To acquire the sign of the even electric field, F&F uses the image and change in the
phase introduced by the DM of the previous iteration to break the degeneracy. Together,
these operations give an estimate of focal-plane electric field, and, by an inverse Fourier
transformation, an estimate of the pupil-plane phase. As one F&F iteration only relies on
simple algebra and a single Fourier transformation, the algorithm is computationally very
efficient, and can in principle run at high frame rates.

An extensive discussion on the algorithm and its performance is presented in Keller
et al. (2012) and Korkiakoski et al. (2014). Here, we give an overview of the key F&F
equations that lead to a phase estimate. A graphical overview of the algorithm is shown
in Figure 6.2. For these equations, we notably assume; (i) real and symmetric pupil
amplitude (which is a reasonable assumption for most telescope and instrument pupils);
(ii) monochromatic light (performance of the algorithm decreases when the bandwidth
increases); (iii) phase-only aberrations (an extension of F&F deals with amplitude aber-
rations (Korkiakoski et al., 2014)); and (iv) phase aberrations can be approximated to be
small (Φ � 1 radian). The point-spread-function (PSF) of an optical system is given by:

p = |F { AeiΦ}|2. (6.1)

Here, p is the PSF, A and Φ the pupil-plane amplitude and phase, and F {·} the Fourier
transformation operator. For F&F, the assumption is that A is real and symmetric. We
adopt the same notation as in Wilby et al. (2018), which means that pupil-plane quantities
are denoted by upper case variables and focal-plane quantities by lower case variables.
Assuming that Φ � 1, we can expand the PSF to second order, which results in:

p ≈ S a2 + 2a(ia ∗ φo) + (ia ∗ φo)2 + (a ∗ φe)2. (6.2)

With the electric field of the unaberrated PSF given by a = F {A}, the Fourier transforms
of the even and odd pupil-plane phases (Φ = Φo + Φe) are given by φo = F {Φo} and
φe = F {Φe}. The normalization factor S = 1 − σ2

φ can be understood as the first order
Maréchal approximation of the Strehl ratio (Roberts et al., 2004), with σ2

φ the wavefront
variance. This approximation becomes highly accurate when the aberrations are small.
The convolution operator is denoted by ∗. It is more convenient to express Equation 6.2
in terms of the odd and even focal-plane electric fields, which are given by:

y = iF {AΦo} = ia ∗ φo, (6.3)
v = F {AΦe} = a ∗ φe. (6.4)
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Splitting the PSF (Equation 6.2) in its odd and even components (p = po+pe), and solving
for y and v results in:

y = apo/(2a2 + ε), (6.5)

|v| =
√
|pe − (S a2 + y2)|. (6.6)

Here, ε is a regularization parameter for the pixels where a goes to zero that would oth-
erwise amplify the noise. This solution only solves for |v|, which is a well-known sign
ambiguity (Gonsalves 1982; Paxman et al. 1992). The sign of v is solved by introducing
an additional image that has a known phase diversity Φd. This additional image is for
F&F the image of the previous iteration; because it has a phase diversity with respect
to the current iteration, given by the change in DM command (assuming that Φ remains
constant). The PSFs of these two images can be approximated by:

pi ≈ S a2 + 2ay + y2 + v2, (6.7)

pi−1 ≈ S a2 + 2a(y + yd) + (y + yd)2 + (v + vd)2, (6.8)

with yd = iF {AΦd,o} and vd = F {AΦd,e} the odd and even focal-plane electric fields of the
diversity. It is most robust to estimate only the sign of v (instead of the complete v) by:

sign(v) = sign
 pi−1,e − pi,e − (v2

d + y2
d + 2yyd)

2vd

 . (6.9)

For the first iteration of F&F, when there is no diversity image available, the most optimal
guess is sign(v) = a. Although this guess might be wrong, it will provide sufficient
diversity to make the following estimates of the even wavefront accurate. The estimate
of the odd part of the wavefront is unaffected by any sign error, and therefore will be
improved from the first iteration. The final pupil-plane phase estimate for this iteration is
given by:

AΦ = F −1{sign(v)|v| − iy}. (6.10)

This phase estimate can be subsequently projected onto a mode basis of choice to target
specific aberrations. For example, the piston-tip-tilt (PTT) mode basis shown in Figure 6.1
is designed specifically for the LWE, and/or the lowest Zernike modes for NCPA caused
by optical misalignments (Wilby et al., 2018).

6.3 Demonstration at Subaru/SCExAO

6.3.1 SCExAO and algorithm implementation
We deployed F&F to the Subaru Coronagraphic Extreme Adaptive Optics (SCExAO)
instrument (Jovanovic et al., 2015b), which is located on the Nasmyth platform of the
Subaru Telescope downstream of the AO188 system (Minowa et al., 2010). We invite
the reader to see Figure 6.3 for a schematic of the telescope, AO188, and SCExAO. The
main wavefront sensor in the instrument is a pyramid wavefront sensor (PYWFS; Lozi
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Subaru telescope AO188 SCExAO

VAMPIRES CHARIS

PyWFS

NIR camera

DM

DM
WFS

Figure 6.3: Schematic of the complete system layout. Acronyms in the figure are: de-
formable mirror (DM), wavefront sensor (WFS), pyramid wavefront sensor (PyWFS),
near infrared (NIR).

Figure 6.4: Pupil of Subaru pupil (left), and the SCExAO instrument (right). The
SCExAO pupil has additional structure to block unresponsive actuators in the deformable
mirror. The spiders are 23 cm wide and up to ∼1 m high (Milli et al., 2018).
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et al. 2019a) in the 600-950 nm wavelength range. The real-time control is handled by
the Compute And Control for Adaptive Optics (CACAO) software package (Guyon et al.,
2018) that sends the wavefront corrections to the 2000-actuator deformable mirror (DM).
The active pupil on the DM has a diameter of 45 actuators, which gives SCExAO a con-
trol radius of 22.5 λ/D. The CACAO software allows for additional wavefront corrections
to be sent by other wavefront sensors, by treating their corrections on separate DM chan-
nels. It updates the PYWFS reference offset to make sure that the AO loop does not cancel
commands of the other wavefront sensors. The current science modules fed by SCExAO
are VAMPIRES (Norris et al., 2015) in the optical, and CHARIS (Peters-Limbach et al.
2013; Groff et al. 2014) in the near-infrared, but more are foreseen (Lozi et al. 2018; Lozi
et al. 2019b; Guyon et al. 2019).

The F&F algorithm is implemented using Python and the HCIPy package (Por et al.,
2018). Python has a simple interface with the instrument and allows for rapid testing. We
tested F&F using the internal NIR C-RED 2 camera that has a 640 × 512 pixel InGaAs
sensor cooled to −40 ◦ C (Feautrier et al., 2017). The images were cropped to 64 × 64
pixels, dark-subtracted, flat-fielded and subsequently aligned with a reference PSF from
a numerical model. Alignment with the reference PSF improved the stability of F&F (or
any other FPWFS algorithm), but therefore tip and tilt were no longer measured. The
number of images stacked for one F&F iteration was generally between 1 and 100. The
algorithm was tested using a narrowband filter (∆λ = 25 nm) at 1550 nm and the H-
band filter. We note that the quantum efficiency of the detector in the C-RED 2 camera
rapidly decreases when the wavelength is above ∼1630 nm, and therefore the tests using
the H-band filter only used approximately half of the wavelength range. As explained in
section 7.2, F&F assumes a real and symmetric pupil amplitude. In Figure 6.4, we show
in the left subfigure the nominal Subaru pupil and on the right subfigure the SCExAO
pupil. SCExAO defines its pupil internally, because there are unresponsive actuators in
the DM that need to be blocked, which is shown in the figure. Normally, we would have
used the right subfigure to be the pupil amplitude for F&F, and accept that the relatively
small asymmetry would introduce a bias in the wavefront estimate. But, during the tests
presented in this paper, this internal mask in SCExAO was damaged (the structure block-
ing the dead actuator in the lower segment was broken off), and thus we assumed the
nominal Subaru pupil for A. To accurately calculate a = F {A} on the detector, we had to
take into account the plate scale and the rotation of the pupil with respect to the detector.
We determined these parameters by fitting a simple model of the PSF to data from the
instrument, using the pupil in Figure 6.4 and the rotation and plate scale as free parame-
ters. This resulted in a plate scale of 15.45 mas/pixel and a counterclockwise rotation of
9.6◦. As discussed in section 7.2, the phase estimate by F&F as shown in Equation 6.10
can be projected on a mode basis. This can have multiple advantages: first, if the goal is
to just control a certain mode basis (e.g., the PTT modes or low-order Zernike modes for
NCPA); second, by filtering out the (noisier) higher spatial frequency modes, the noise
in the phase estimate is reduced; and third, removing any systematics due to inaccurate
pupil symmetry assumptions. As the goal of this paper was to measure the LWE using a
camera downstream of the PYWFS, we projected the phase estimates of F&F on a mode
basis that consisted of the PTT modes shown in Figure 6.1 and/or the lowest 50 Zernike
modes (starting at defocus) for NCPA estimation . We did not estimate tip and tilt, because
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all images are aligned with a reference PSF. The combined PTT and Zernike mode basis
was not orthogonalized, and therefore there could have been some cross-talk. However,
as we operated in closed loop, we initially expected these effects to be minimal, and in
the end did not notice any significant effects. The algorithm used its own phase estimates
(after the decomposition; multiplied by the loop gain) for the phase diversity. Estimates
of PYWFS would not be useful as they will not see the same aberration due to NCPA,
chromatic effects, and the null-space of the PYWFS. The DM command θDM,i at iteration
i sent to CACAO by F&F for wavefront control was calculated by:

θDM,i = cl f θDM,i−1 −
g
2

Φi, (6.11)

with g the loop gain (mostly set between 0.1 and 0.3), and cl f the leakage factor (generally
between 0.99 and 0.999). The factor 1

2 was to account for the reflection of the DM, and
Φi the phase estimate by F&F at iteration i. We computed the DM commands as actuator
displacements in micrometers, which were converted to voltages internally by CACAO.
The loop speed during the tests presented in this work was generally between 4 and 25
frames per second (FPS), and depends on the image size, the number of images stacked
(Nimg avg), and the size of the mode basis on which the phase estimate is decomposed.
Currently, the main limitation is Nimg avg, because each of the images needs to be aligned,
which is the most time-consuming process. The image alignment code uses the Python
library Scipy (Jones et al., 2014). It is expected that if the algorithm (including the image
alignment routines) were completely written in C (used by CACAO), 300 - 400 FPS would
be relatively easily to achieve if that is desirable.

6.3.2 Quantifying PSF quality
We quantified the quality of the PSF by the Strehl ratio approximation. The Strehl ratio
approximation (S RA) is estimated by comparing the data p with a numerical PSF |a|2 (that
has been oversampled by a factor of 16) by using a modified encircled energy metric:

S RA =
p(r < 1.22 λ/D)
p(r < 11.5 λ/D)

·
|a|2(r < 11.5 λ/D)
|a|2(r < 1.22 λ/D)

. (6.12)

The S RA is calculated at λ = 1550 nm. We note that it is very difficult to make an
accurate Strehl measurement (Roberts et al., 2004), for example, in our metric aberra-
tions that impact the PSF beyond 11.5 λ/D are not taken into account. Furthermore, as
all images are aligned with a numerical reference PSF, the brightest peak of a severely
distorted image will be aligned with the PSF core. This means that images with a low
Strehl ratio (∼0-50%) are reported with a much higher S RA. We chose this metric over
residual wavefront measurements, because there was not an independent WFS available
that is sufficiently common-path with the C-RED 2 camera during either internal source
or on-sky tests. Furthermore, at high Strehl ratios it is still a good indication of residual
wavefront variance.

Some of the on-sky results were taken during challenging atmospheric conditions, for
example during the tests on December 12, 2019, we recorded a 1-1.1” seeing in H-band,
corresponding to 1.3-1.4” seeing at 500 nm1 . This meant that when the F&F loop was

1The seeing scales with λ−1/5 (Hardy, 1998).
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Table 6.1: Parameters of F&F and the closed-loop settings during the internal source tests.

Parameter Value
ε 10−3

Mode basis Zernike or PTT
Nimg avg 10
g 0.3
cl f 0.999
Niter 200

closed, the PSF would qualitatively improve (it became more symmetric), but the im-
provement was not reflected in an increased S RA. Therefore, we defined a metric that
measures the quality of the first Airy ring, because the low-order nature of LWE aber-
rations results in strong distortions of the first Airy ring and it is easy to measure. The
Variance of the normalized first Airy ring (VAR) is defined as:

VAR = Var
( p(1.52λ/D < r < 2.14λ/D)
〈p(1.52λ/D < r < 2.14λ/D)〉

·
〈|a|2(1.52λ/D < r < 2.14λ/D)〉
|a|2(1.52λ/D < r < 2.14λ/D)

)
(6.13)

We only select the peak of the Airy ring (i.e., 1.52λ/D<r<2.14λ/D), as that is where the
effects are the strongest. Furthermore, the Airy ring is normalized twice, first by its mean
in order for us to measure relative disturbances. And subsequently, by the normalized Airy
ring of a numerically calculated PSF. This is necessary because there are natural variations
in brightness across the Airy ring due to the diffraction structures of the spiders that we
want to divide out. An undistorted PSF will therefore have VAR=0, while distorted PSFs
will have VAR>0. Based on the experiments with the internal source, a VAR of 0.03-0.05
can be considered as good. We note that the VAR is insensitive to aberrations that are
azimuthally symmetric, for example, defocus and spherical aberration, as these are be
removed by the first normalization step.

6.3.3 Internal source demonstration
We conducted tests with the internal source in SCExAO. The goal was to show that F&F
in closed-loop control can be used to measure and correct NCPA and the LWE. The pa-
rameters for F&F and the closed-loop settings that were used during these tests are shown
in Table 6.1. There were no other AO loops running during these tests. The first test
was to calibrate the static aberrations in the optical path of the NIR camera. We used
the narrow band filter (∆λ = 25 nm) at 1550 nm. As we expected optical misalignments
to dominate the NCPA, we decided to project the F&F output on the lowest 50 Zernike
modes. In Figure 6.5 a and b, the pre- and post-NCPA calibration PSFs are shown. The
S RA has increased from 94% to 97%, the first Airy ring becomes less distorted, which is
reflected in the VAR going down from 0.15 to 0.03. This shows that F&F is suitable to
correct low-order NCPA.

The next test was to introduce a severe LWE wavefront (1.6 µm P-V) and correct it
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a)

b)

Figure 6.6: F&F performance as the iterations progress. (a) The VAR as function of
iteration. (b) The S RA as function of iteration.
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a)

b)

Figure 6.7: The S RA and VAR as function of the P-V WFE of the LWE for the experi-
ments with the internal source. Shown is the distribution before and after correction by
F&F.
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Figure 6.8: Convergence time of F&F as function of the P-V WFE of the LWE for the
experiments with the internal source. The convergence time for the S RA and VAR was
measured separately. The algorithm converged when the S RA > 90 % and the VAR < 0.1.
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with the algorithm. Here, we chose to project the estimated phase on the PTT mode basis,
as the NCPA were already compensated by the previous test, and the PTT modes were
assumed to dominate. In Figure 6.5 c and d, we show the PSF with the LWE and after
the correction. When the LWE is introduced, the PSF is heavily distorted and broken up
into multiple parts. This is quantified by the S RA of 50% and the VAR of 1.34. After cor-
rection, the PSF is almost restored the original aberration-free version of itself, it looks
very similar to Figure 6.5 b with some slight vertical elongation due to an uncorrected
aberration. Quantitatively, the S RA increased to 94% and the VAR decreased to 0.03.
The evolution of the VAR and S RA during the test are shown, respectively, in Figure 6.6 a
and b. The S RA and VAR have mostly converged in ∼ 100 iterations and remained stable
at that level.

We expanded the LWE correction test by including a set of LWE phase screens in
a range P-V WFEs to verify that F&F can bring back the PSF quality. We tested 153,
random, LWE phase screens with a P-V WFE between 0.4 and 2 µm. For each of these
phase screens, we calculated the S RA and VAR before and after correction, the results
of which are shown in Figure 6.7. These show that, for the initial, uncorrected images,
the S RA decreases for increasing WFE. The VAR increases with increasing WFE, but its
values have a bigger spread than the S RA. For example, when the WFE is 0.9 µm P-V,
the S RA varies between 75% and 90%, while the VAR fluctuates between 0.3 and 0.6.
Also for higher WFE, for example, at 1.8 µm P-V, the VAR is distributed between 1 and
2. Although the VAR generally increases with P-V WFE, due to the large spread, the VAR
on its own does not seem to be a good indicator for the amount of WFE other than that
there is WFE present. After correction, the distributions of the S RA and VAR flatten to
above 90% and under ∼0.05, respectively. Thus, the LWE phase screens were successfully
corrected in all the tested cases. We also measured the convergence time of F&F for each
of the LWE phase screens. The convergence time was measured separately for the S RA
and the VAR. The algorithm was said to have converged when the S RA > 90% and the
VAR < 0.1. In Figure 6.8, the results are shown. The convergence time goes up with
increasing P-V WFE, with the VAR having slightly longer convergence times. For most
P-V WFEs, the S RA converged within 75 iterations, which corresponds to ∼4.5 seconds.
For the VAR, most tests converged within 100 iterations, which is ∼6 seconds. For some
phase screens the convergence time is zero, which is because the phase screens were not
severe enough to push the PSF out of the converged regime.

6.3.4 On-sky demonstration

We tested F&F on-sky during two SCExAO engineering nights. The first tests were
done in the first half night of December 12, 2019, while observing the bright star Mirach
(mH = −1.65). The tests started at 19:24 and ended at approximately 20:00 (HST). The
atmospheric conditions were not ideal, seeing measurements during the F&F test were
recorded to be between 1-1.1” in H-band, corresponding to 1.3-1.4” seeing at 500 nm. In
less severe conditions, when SCExAO can deliver a good AO performance, it routinely
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Table 6.2: Parameters of F&F and the closed-loop settings during the on-sky tests.

Parameter Value (12-12-2019) Value (30-01-2020)
ε 10−2 10−3

Mode basis Zernike + PTT Zernike + PTT
Nimg avg 10 10
g 0.3 0.3
cl f 0.999 0.999
Niter 1000 500 / 1000

achieves estimated Strehl ratios above 90%2. In comparison, during these tests we report
a S RA between 34% and 49%. The individual images (that F&F used for its phase esti-
mates) were heavily distorted, for instance, the first Airy ring was always broken up, and
higher order diffraction structure was not visible. As an example, Figure 6.9 shows im-
ages that were taken during open-loop measurements, without F&F running but with the
PYWFS loop closed. The wind speed of the jet stream was forecasted to be 22.2 m/s at
20:00 (HST)3. The nearby CFHT telescope (located 750 m to the east of the Subaru Tele-
scope) reported a wind speed between 4.5 and 7 m/s during the tests4. Simultaneously,
the wind speed inside the dome of the Subaru Telescope was measured to be between 0
and 0.3 m/s. A further analysis of all wind speed data measured in 2019 by CFHT and
within the Subaru dome revealed that these were typical conditions, and therefore cannot
be considered individually to indicate LWE occurrence. In Table 6.2, the settings for F&F
and the loop are shown. The F&F loop was running at 12 FPS. These experiments were
performed with the H-band filter, as it was already in place when the experiments started.
It was not possible to separate NCPA and LWE calibrations, and therefore we projected
the F&F phase estimate on the combined Zernike and PTT mode basis to be able to si-
multaneously sense and correct them.

Here, we present the tests where we first closed the F&F loop, then opened it (by
setting the gain to zero) and removed the DM command, and then closed the loop again.
Each of these tests was conducted with 1000 iterations. As shown in Figure 6.9, the
individual images were severely distorted by the atmosphere. To suppress atmospheric
effects and more accurately measure the performance of F&F on long exposure images,
we introduced running average images. The running average image on iteration i is de-
fined as the average of the images i − 50 to i. The S RA estimated during these tests is
shown in Figure 6.10. This figure shows that during the first closed-loop tests, the S RA
was relatively stable around 50%, and when the F&F loop opened, it slowly deteriorated
to below 40%. When the F&F loop closed again, the S RA varied between 30% and 50%.
Roughly half way through the open loop and through the last closed-loop test, the atmo-
spheric conditions started deteriorating, explaining the strong variations and loss in S RA.

2https://www.naoj.org/Projects/SCEXAO/scexaoWEB/020instrument.web/010wfsc.web/

indexm.html
3https://earth.nullschool.net/
4http://mkwc.ifa.hawaii.edu/archive/wx/cfht/

https://www.naoj.org/Projects/SCEXAO/scexaoWEB/020instrument.web/010wfsc.web/indexm.html
https://www.naoj.org/Projects/SCEXAO/scexaoWEB/020instrument.web/010wfsc.web/indexm.html
https://earth.nullschool.net/
http://mkwc.ifa.hawaii.edu/archive/wx/cfht/
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a) b) c)

Closed loop  
SRA = 49% 
VAR = 0.03

Open loop 
SRA = 38% 
VAR = 0.19

Closed loop 
SRA = 34% 
VAR = 0.1

12-12-2019

Figure 6.12: Averaged PSFs during during three, subsequent in time, on-sky experiments.
All PSFs are normalized to their maximum value, and are plotted in logarithmic scale.
During these experiments, the atmospheric conditions degraded, explaining the lower
S RA. (a) The average PSF with a closed F&F loop. (b) The average PSF when the
F&F loop was opened and its DM correction removed. (c) The average PSF when the
F&F loop was closed again.

In Figure 6.11, we show similar plots but for the VAR. These figures show that the VAR
was significantly lower during the closed-loop tests than during the open-loop test. In the
first closed-loop test, the VAR decreased within the first hundred iterations and then re-
mained relatively stable around 0.1. When the loop opened, the VAR never got under 0.2,
and it even peaked at ∼0.65 around three hundred iterations. When the loop was closed
again, the VAR again decreased in ∼two hundred iterations. It did not remain as stable as
in the first experiment, which is likely due to the deteriorated atmospheric conditions, but
it is still lower than the open-loop experiment. The oscillations in VAR observed in all
three tests could be due to changes in the LWE. Finally, in Figure 6.12, we show the PSFs
that are averaged over all the iterations, and therefore suppress most of the atmospheric
effects. These PSFs also clearly show how the deteriorating conditions, such as the halo
around the PSF, which is caused by residual wavefront errors, become significantly more
visible during the experiments. It shows that when the loop is closed, the VAR converges
to 0.03 - 0.10, and when the loop is open, the VAR is 0.19. This clearly shows that, even
when the atmospheric conditions are challenging, F&F manages to increase the symmetry
of the PSF and thus corrects aberrations distorting the PSF. This was also observed in all
other tests performed during this night, which are not presented in this work. However,
although the circumstances seemed to be right (low ground wind speed), we cannot be
sure that during these tests we corrected LWE aberrations, static aberrations upstream of
SCExAO, or NCPA.

We conducted more F&F on-sky tests during the first half night of January 30, 2020.
We observed Rigel (mH = 0.2), and the tests approximately started and ended at 23:36
and 23:48 (HST), respectively. We did not make seeing measurements, but the conditions
appeared to be somewhat better than for the previous on-sky tests. The wind speed in the
dome of the Subaru Telescope was again reported to be very low, between 0 and 0.2 m/s.
The CFHT telescope reported a windspeed between 3 and 4 m/s. Again, typical wind
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speed conditions. The jet stream wind speed was predicted to be between 11 and 22 m/s,
significantly higher than the ground windspeed. The settings of the algorithm are shown
in Table 6.2. The F&F loop was running at 12 FPS. During these tests, we simultane-
ously recorded data in the optical with the VAMPIRES instrument. The goal was, given
the system layout Figure 6.3, to rule out NCPA as the corrected aberration, as a PSF im-
provement both in the optical and NIR would point towards corrected aberrations in the
common optics. These aberrations could be (quasi-)static aberrations in the telescope and
AO188, and/or the LWE. The VAMPIRES instrument was recording short exposure data
at 200 FPS at 750 nm (∆λ = 50 nm), and its images were aligned and stacked to get an
estimate of its long exposure PSF. The VAMPIRES images were also be analyzed using
the SRA (Equation 6.12) and VAR (Equation 6.13). The VAR and SRA were calculated
at λ = 750 nm, and used a plate scale of 6.1 mas / pixel and a clockwise rotation of 68.9◦

.

The two first experiments were again with an open and closed F&F loop to quan-
tify how F&F improves the nominal PSFs. These tests were done for 1000 iterations of
the F&F loop and the results are shown in Figure 6.13. The NIR and optical PSFs are
shown in Figure 6.13 a and e, respectively. The NIR PSF shows an asymmetric first Airy
ring, and has an S RA of 58% and a VAR of 0.17. The optical PSF was heavily distorted,
almost no diffraction structure was observed and was very elongated, corresponding to
an S RA of 13% and a VAR of 0.36. When the F&F loop closed (Figure 6.13 b and f),
the S RA of the NIR PSF rose to 63%, and the VAR dropped to 0.05. The optical PSF
also significantly improved: the S RA became 20%, the VAR dropped to 0.29, the strong
elongation disappeared and diffraction structure became more visible. Both PSFs have
improved, which is a strong sign that aberrations in the common optics got corrected, ei-
ther the LWE or statics in the telescope and AO188. During the next tests, we introduced
a LWE-like wavefront on the DM (0.8 µm P-V) after removing the previous F&F correc-
tions, and recorded the open and closed-loop data. The main AO loop remained closed
while recording this data, and the PYWFS reference was updated in such a way that the
PYWFS would not correct the LWE-like wavefront (a similar offset that is used for the
F&F loop). This PYWFS reference offset was calculated such that the DM command
by the PYWFS was on average zero, meaning the PYWFS was only correcting wavefront
errors from the free atmosphere. In the open-loop data (Figure 6.13 c and g), the NIR PSF
was more distorted than before, its S RA was 56%, and the VAR was 0.25. The first Airy
ring was broken up into three bright lobes, a typical signature of the LWE. The optical
PSF was still heavily distorted, but its elongation rotated, and had a S RA of 18% and a
VAR of 0.43. When the F&F loop closed (Figure 6.13 d and h), it restored the NIR PSF
back to a S RA of 62% and a VAR of 0.04. The optical PSF also became more symmetric,
as the VAR decreased to 0.25, the S RA stayed approximately the same at 17%.

6.4 Discussion and conclusion

The Fast and Furious sequential phase diversity algorithm has been deployed to the SCE-
xAO instrument at the Subaru Telescope. This is in the context of measuring and cor-
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recting non-common path aberrations (NCPA), the island effect (IE), and the low-wind
effect (LWE). Both of these effects are considered to be limiting factors in the detection
of exoplanets in high-contrast imaging observations. In this paper, we present the results
of experiments both with the internal source and on-sky. We measured the quality of the
PSF using two metrics: 1) the Strehl ratio approximation (S RA; Equation 6.12), and 2)
the variance of the normalized first Airy ring (VAR; Equation 6.13), which measures the
distortion of the first Airy ring. Using the internal source, we tested random LWE aberra-
tions between 0.4 and 2.0 µm and show that F&F is able to correct these aberrations and
bring the S RA above 90% and the VAR below 0.05. Although we only managed modest
improvements in PSF quality, we demonstrated during multiple on-sky tests significant
gains in PSF stability. During these tests, the F&F loop was running at 12 FPS. In the
first tests, no improvement in S RA was observed, which we attribute to the challenging
atmospheric circumstances during these tests (seeing was 1.3-1.4” at 500 nm). The VAR,
however, did improve from 0.19 to 0.03, indicating greater PSF stability within the con-
trol region of F&F. During further on-sky tests, we did observe an S RA improvement of
∼5% in the NIR, but it is unclear if it can be attributed to a correction of the LWE and/or
static aberrations or to changing atmospheric conditions. The VAR improved from 0.17
to 0.05 during these tests. Simultaneously, we also recorded the PSF in the optical with
the VAMPIRES instrument. The goal was to investigate if we were correcting aberrations
common to both the optical and NIR path, or NCPA. When the F&F loop was closed,
the optical PSF also significantly improved, meaning the S RA increased by ∼7% and the
VAR improved from 0.36 to 0.29. These results strongly imply that we were correcting
aberrations common to both paths, which could be the LWE and/or statics upstream of
SCExAO. Although the windspeed in the dome of Subaru was low (between 0 and 0.2
m/s), we can not conclude that we actually corrected the LWE as there were no indepen-
dent measurements available. These tests show that F&F is able to improve the wavefront,
even during very challenging atmospheric conditions.

The characteristic timescale of the LWE was determined to be∼1 to 2 seconds (Sauvage
et al. 2016; Milli et al. 2018) in context of VLT/SPHERE. It is unclear if these timescales
also apply to Subaru/SCExAO as it has a different spider geometry. If we assume that
the timescales are similar, then the convergence times of F&F presented in Figure 6.8 are
not sufficient. However, we foresee some improvements to the implementation of F&F
at SCExAO that would bring the convergence timescale in the regime that would allow
effective LWE correction. These improvements are as follows:

1. In the work presented by Wilby et al. (2018), the algorithm converged in fewer iter-
ations (∼10 iterations) than the internal source results presented in this work (∼100
iterations). In simulation work performed in context of SCExAO, we also found
similar convergence times (∼10 iterations; Vievard et al. 2019). This means that
there is an unaccounted for gain factor in the current implementation at SCExAO.
If this gain factor is resolved, the the convergence time would increase by a factor
of ∼10.

2. As discussed in section 7.4, the current loop speed is limited by the implementation
in Python, and not by the frame-rate of the NIR camera. This was also the case for
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the on-sky tests. We expect that, when the algorithm is implemented in C, 300-400
FPS would be relatively easily achievable.

3. As also discussed in section 7.4, the current bottleneck in the Python implementa-
tion is the image alignment. During the on-sky tests, we aligned and averaged 10
images for every iteration of F&F. If this is reduced to one image for every F&F
iteration, the loop speed would also increase by a factor of a few.

4. For both the internal source and the on-sky tests, the loop settings and F&F param-
eters (loop gain, leakage factor, and ε) were not optimized. For example, during
the on-sky experiments ε (regularization parameter for odd phase modes, see Equa-
tion 6.5) was varied between 10−2 and 10−3. This changes the algorithm sensitivity
to odd modes, but it is unclear how much it affects the on-sky performance. There-
fore, we expect tweaking these parameters to lead to a performance gain in terms
of convergence speed.

These improvements will be tested in future work.

The experiments with the internal source were carried out with the narrowband fil-
ter at 1550 nm (∆λ = 25 nm). This bandwidth is relatively close to monochromatic, and
thus close to the ideal performance of the algorithm as it assumes monochromatic light.
However, the on-sky experiments were carried out using roughly half of the bandwidth
of H-band, and still show satisfactory results. Therefore, quantifying the performance
difference between narrowband and broadband filters would also be of interest.

The implementation of F&F presented in this paper assumes, and therefore only esti-
mates, phase aberrations. Although phase aberrations are currently limiting observations,
amplitude aberrations due to the atmosphere and instrumental errors will start to limit
raw contrast at the ∼ 10−5 level (Guyon, 2018). Therefore, implementing the extended
version of F&F presented by Korkiakoski et al. (2014), which can measure both phase
and amplitude will also be of interest. We only demonstrated low-order corrections by
projecting the F&F phase estimate on the first 50 Zernike modes and the piston-tip-tilt
modes, because we focused on correcting the IE. Higher order corrections with F&F are
possible (Korkiakoski et al., 2014), but will need to be tested on sky.

For F&F to be operated effectively and routinely during high-contrast imaging ob-
servations, the algorithm needs to be integrated in the system in such a way that it can
run simultaneously with the coronagraphic mode. The algorithm would preferably have
access to a focal plane as close as possible to the science focal plane, as it will also correct
the NCPA as much as possible. The most important limitation is that F&F needs a pupil-
plane electric field that is (close to) to real and symmetric, and that there is no focal-plane
mask. The coronagraph with which the algorithm can most easily be integrated is the
shaped pupil coronagraph (Kasdin et al., 2007). This coronagraph suppresses starlight
by modifying the pupil-plane electric field with symmetric amplitude masks. Therefore,
F&F is expected to be able to operate on the PSF generated by a shaped pupil coron-
agraph. Another coronagraph in which F&F can be integrated is the vector-Apodizing
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Phase Plate (vAPP; Snik et al. 2012; Otten et al. 2017). The vAPP has been deployed to
multiple instruments (MagAO; Otten et al. 2017, MagAO-X; Miller et al. 2019, SCExAO;
Doelman et al. 2017, LBT; Doelman et al. 2017, and LEXI; Haffert et al. 2018). The vAPP
suppresses starlight by manipulating the pupil-plane phase and creates multiple corona-
graphic PSFs. However, this process is never 100% efficient, and thus there is always a
non-coronagraphic PSF at a lower intensity. The morphology of the non-coronagraphic
PSF would only depend on the shape of the pupil, and would therefore be suitable for
F&F. Some of these vAPPs already have other implementations of wavefront sensing
(Wilby et al. 2017; Bos et al. 2019; Miller et al. 2019), but F&F would be a useful ad-
dition. For coronagraphs that have focal-plane masks to block starlight, there are a few
ways to implement F&F (assuming that for these coronagraphs the pupil-plane electric
field stays symmetric and real). One of these, extensively discussed in Wilby et al. (2018)
in the context of the SPHERE system, is to extract light for the beam just before it hits the
focal-plane mask using, for example, a beam splitter. A way to circumvent the focal-plane
mask would be to generate PSF copies of the star that are not affected by the focal-plane
mask, using diffractive elements in the pupil (Sivaramakrishnan & Oppenheimer 2006;
Marois et al. 2006b; Jovanovic et al. 2015a). These PSF copies can then serve as input
PSFs for F&F.

In this paper, we show that F&F is able to increase the PSF quality, both on-sky and
with the internal source in SCExAO. Using the internal source, we show that F&F can
measure and correct a wide range of LWE- and IE-like aberrations. With future algorithm
upgrades and further on-sky tests, we hope to conclusively show on-sky correction of the
LWE and IE. For future giant segmented mirror telescopes, the IE is expected to become
even more significant as the support structures become wider and more numerous, and the
segments have to be co-phased. Going forward, it is suitable for incorporation into ob-
serving modes, enabling PSFs of higher quality and stability during science observations.
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7 | The Vector Speckle Grid
Instantaneous incoherent speckle grid for high-precision

astrometry and photometry in high-contrast imaging

Adapted from
S.P. Bos

Astronomy & Astrophysics, 638, A118 (2020)

Photometric and astrometric monitoring of directly imaged exoplanets will deliver
unique insights into their rotational periods, the distribution of cloud structures, weather,
and orbital parameters. As the host star is occulted by the coronagraph, a speckle grid
(SG) is introduced to serve as astrometric and photometric reference. Speckle grids are
implemented as diffractive pupil-plane optics that generate artificial speckles at known
location and brightness. Their performance is limited by the underlying speckle halo
caused by evolving uncorrected wavefront errors. The speckle halo will interfere with the
coherent SGs, affecting their photometric and astrometric precision. Our aim is to show
that by imposing opposite amplitude or phase modulation on the opposite polarization
states, a SG can be instantaneously incoherent with the underlying halo, greatly increasing
the precision. We refer to these as vector speckle grids (VSGs). We derive analytically the
mechanism by which the incoherency arises and explore the performance gain in idealised
simulations under various atmospheric conditions. We show that the VSG is completely
incoherent for unpolarized light and that the fundamental limiting factor is the cross-talk
between the speckles in the grid. In simulation, we find that for short-exposure images
the VSG reaches a ∼0.3-0.8% photometric error and ∼3− 10 · 10−3 λ/D astrometric error,
which is a performance increase of a factor ∼20 and ∼5, respectively. Furthermore, we
outline how VSGs could be implemented using liquid-crystal technology to impose the
geometric phase on the circular polarization states. The VSG is a promising new method
for generating a photometric and astrometric reference SG that has a greatly increased
astrometric and photometric precision.
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7.1 Introduction

Temporally monitoring directly imaged exoplanets will deliver unique insight into their
rotational periods, and the distribution and dynamics of cloud structures (Kostov & Apai,
2012). For example, HST observations showed that 2M1207b has photometric variations
at the 0.78-1.36% level, which allowed for the first measurement of the rotation period of
a directly imaged exoplanet (Zhou et al., 2016). Furthermore, high precision astrometric
monitoring of exoplanets will help determine their orbital dynamics. This was demon-
strated by Wang et al. (2016), where the authors showed that β Pic b does not transit its
host star, but that its Hill sphere does.

Ground-based high-contrast imaging (HCI) systems, such as SPHERE (Beuzit et al.,
2019), GPI (Macintosh et al., 2014), and SCExAO (Jovanovic et al., 2015b), deploy
extreme adaptive optics (AO) systems to measure and correct for the turbulence in the
Earth’s atmosphere. The direct photometric and astrometric reference, that is the host
star, is occulted by a coronagraph to reveal the faint companions. This makes it hard to
disentangle exoplanet brightness variations, due to their intrinsic rotation, from seeing
and transmission changes in the Earth’s atmosphere. To circumvent this problem, Marois
et al. (2006) and Sivaramakrishnan & Oppenheimer (2006) simultaneously came up with
diffractive methods to generate artificial speckle grids (SGs) that could serve as photo-
metric and astrometric references. These are implemented as static masks that introduce
phase or amplitude modulations in the pupil plane, and are installed before the focal-plane
mask of the coronagraph. The artificial speckles are designed to fall on specific off-axis
focal-plane positions and will therefore not be occulted by the coronagraph. For example,
GPI implemented a square grid that acts as an amplitude grating and reports a ∼7% pho-
tometric stability (Wang et al., 2014), and SPHERE uses a static deformable mirror (DM)
modulation with a ∼4% photometric stability (Langlois et al. 2013; Apai et al. 2016).
The limiting factor of these SGs is their coherency with the time-varying speckle back-
ground, which results in interference that dynamically distorts the shape and brightness of
the SGs, which in turn ultimately limits their photometric and astrometric precision. The
background speckles are for example generated by uncorrected wavefront errors due to
fitting, bandwidth, or calibration errors in the AO system (Sivaramakrishnan et al. 2002;
Macintosh et al. (2005)), or evolving non-common path errors (Soummer et al., 2007).
These background speckles have been found to decorrelate, that is, they become inco-
herent over timescales from seconds to minutes and hours (Fitzgerald & Graham 2006;
Hinkley et al. 2007; Martinez et al. (2012); Martinez et al. (2013); Milli et al. 2016), and
therefore affect the stability of the SGs during the entire observation.

Jovanovic et al. (2015a) presented a method that circumvents this problem. Their so-
lution is a high-speed, temporal modulation that switches (¡ 1 ms) the phase of the SG
between zero and π (e.g. by translating the mask). Due to the modulation, the interfer-
ence averages out and the SG effectively becomes incoherent. This has been implemented
at SCExAO using DM modulation and is reported to increase the stability by a factor of
between approximately two and three (Jovanovic et al., 2015a). However, a dynamic,
high-speed component cannot always be integrated and is not always desired in a HCI
system. For an implementation by DM modulation, the SG can only be placed within the
control radius of the AO, and the incoherency relies on the quality of the DM calibration.
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Here, we propose the vector speckle grid (VSG). This is a SG solution that instanta-
neously generates incoherency by imposing opposite amplitude or phase modulation on
the opposite polarization states in the pupil plane. The opposite polarization states will
both generate SGs at the same focal-plane positions, but with opposite phase. Therefore,
the two polarization states will interfere differently with the background speckle halo, but
such that in total intensity the interference terms cancel. The VSG can be implemented
as one static, liquid crystal optic that can be easily calibrated before observations. Fur-
thermore, the speckles can be positioned anywhere in the focal plane and thus outside the
scientifically interesting AO control region.

In section 7.2 we derive the theory behind the VSG. In section 7.3 we perform ide-
alised simulations to quantify the performance increase and investigate the effect of par-
tially polarized light. In section 7.4 we discuss how the VSGs could be implemented.
Lastly, in section 7.5, we discuss the results and present our conclusions.

7.2 Theory

7.2.1 Vector phase speckle grid

Here we derive how the incoherency of VSGs arises, and focus on the vector phase speckle
grid (VPSG) first. The derivation of the vector amplitude speckle grid (VASG) is pre-
sented in subsection 7.2.2. All variables used in this section are also defined in Table 7.1.
We assume that the stellar point spread function (PSF) is only aberrated by phase aber-
rations for simplicity. However, VSGs are still incoherent when there are also amplitude
aberrations present. Here, we assume a one-dimensional pupil-plane electric field Ep(x):

Ep(x) = A(x)eiθ(x), (7.1)

with A(x) being the amplitude of the electric field, which is described as the rectangular
function, θ(x) the phase aberration distorting the PSF, and i =

√
−1 the unit imaginary

number. The coordinate x denotes the position in the pupil and is omitted from here on.
We describe starlight with a degree of polarization p, as two orthogonal polarization states
(either linear or circular) using Jones calculus:

E1 =
1
√

2

(√
1 + p
0

)
, E2 =

1
√

2

(
0√

1 − p

)
. (7.2)

The VPSG is implemented by a cosine wave (with spatial frequency b) on the pupil phase,
with opposite amplitude a for the two opposite polarization states. As we see below
in the derivation, b determines the focal-plane position of the artificial speckles and a
their relative brightness to the PSF core. The opposite amplitude eventually leads to the
incoherency of the VSG.

Ep =
Aeiθ

√
2

( √
1 + p · eai cos(2πbx)√
1 − p · e−ai cos(2πbx)

)
. (7.3)
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We assume the Fraunhofer approximation and calculate the focal-plane electric field E f

by taking the Fourier transform (F {·}) of Ep:

E f = F {Ep}( fx) (7.4)

=
F {A} ∗ F {eiθ}

√
2

∗

( √
1 + p · F {eai cos(2πbx)}√
1 − p · F {e−ai cos(2πbx)}

)
, (7.5)

where ∗ is the convolution operator, and fx the coordinate in the focal plane, which is
omitted as well. As we chose A(x) to be the rectangular function in Equation 7.1, its
Fourier transform is:

F {A}( fx) = sin( fx)/ fx (7.6)
= sinc( fx). (7.7)

We do not explicitly calculate F {eiθ} and assume that:

F {eiθ} = α + iβ. (7.8)

Writing e±ai cos(2πbx) as a series expansion, we find that:

E f =
sinc( fx) ∗ (α + iβ)

√
2

∗

( √
1 + p[1 +

∑∞
n=1

(i)nan

n! F {cosn(2πbx)}]√
1 − p[1 +

∑∞
n=1

(i)n(−a)n

n! F {cosn(2πbx)}]

)
. (7.9)

Equation 7.9 shows that the VPSG creates an infinite number of speckles with decreasing
brightness. For now, we assume that a � 1 radian and expand Equation 7.9 to first order
(n = 1). Working out the terms in Equation 7.9, we find:

E f =
α + iβ
√

2
∗

(√
1 + p[sinc( fx) + ai

2 (sinc( fx − b) + sinc( fx + b))]√
1 − p[sinc( fx) − ai

2 (sinc( fx − b) + sinc( fx + b))]

)
. (7.10)

Rearranging in the real and imaginary terms, and computing the focal-plane intensity
(I f = E f · E∗f ) results in:

I f = ∆2 + Λ2︸   ︷︷   ︸
PSF

+
a2

4
(Γ2 + Ω2)︸         ︷︷         ︸

speckle grid

+ ap(∆Γ + ΛΩ).︸            ︷︷            ︸
cross-talk of PSF with speckle grid

(7.11)

Greek symbols are used here to simplify the notation and denote the following terms:

∆ = sinc( fx) ∗ α (7.12)
Γ = [sinc( fx − b) + sinc( fx + b)] ∗ β (7.13)
Λ = sinc( fx) ∗ β (7.14)
Ω = [sinc( fx − b) + sinc( fx + b)] ∗ α. (7.15)

Equation 7.11 shows that the focal-plane intensity can be divided into three terms: the
stellar PSF, the speckle grid, and the cross-talk between the speckle grid and the PSF. We
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find that the relative intensity of the speckle grid is given by Is = a2/4. The performance
of regular SGs is limited by the cross-talk term. For the VPSG, when p = 0 (i.e. with
unpolarized light), the cross-talk term is eliminated and Equation 7.11 reduces to:

I f = ∆2 + Λ2 +
a2

4
(Γ2 + Ω2), (7.16)

effectively making the VPSG incoherent with the PSF.
The remaining cross-talk that degrades the photometric and astrometric performance

is the interference between the speckles themselves:

Γ2 + Ω2 = (sinc( fx − b) ∗ α)2 + (sinc( fx − b) ∗ β)2︸                                             ︷︷                                             ︸
speckle 1

+

(sinc( fx + b) ∗ α)2 + (sinc( fx + b) ∗ β)2︸                                             ︷︷                                             ︸
speckle 2

+

2(sinc( fx − b) ∗ α · sinc( fx + b) ∗ α︸                                        ︷︷                                        ︸
cross-talk between speckles

+

sinc( fx − b) ∗ β · sinc( fx + b) ∗ β)).︸                                        ︷︷                                        ︸
cross-talk between speckles

(7.17)

We have not found a method to mitigate this effect, and consider this cross-talk to be
the fundamental limiting factor of the VSG. Its effect can be reduced by minimizing the
number of speckles in the VSG and increasing their separation. This can be understood
as follows: the distortion of an artificial speckle is determined by the relative strength
of the combined electric field of the other artificial speckles (the distorting electric field)
at its location, relative to its own electric field strength. If the distorting electric field
becomes stronger, the cross-talk terms in Equation 7.17 become more important and the
artificial speckle is more distorted. If there are fewer artificial speckles in the VSG, the
distorting electric field becomes weaker. Furthermore, as the electric field an artificial
speckles scales with f −1

x (Equation 7.6), placing the artificial speckles further apart also
reduces the distorting electric field.

We expanded Equation 7.9 to first order and ignored higher order terms; we discuss
their effects here. The higher order terms can be divided into two groups: the odd orders
(n = odd) and the even orders (n = even). The amplitude of the higher order terms is given
by (a)n. For the odd orders, n is odd, and therefore, when a flips its sign (a → −a), the
higher orders also have a sign flip. Which means that all the odd orders become incoherent
as the cross-talk term between the PSF and the speckle grid cancels when p = 0. For the
even orders (n = even), a sign flip of a does not result in a sign flip of (a)n. This means
that none of the even orders are incoherent as the cross-talk term does not cancel. As the
even orders fall at other spatial locations and are much fainter than the first order speckles,
the impact of the coherent even orders is minimal.

7.2.2 Vector amplitude speckle grid
Here we derive how the incoherency of the VASG arises. This derivation is very similar
to what is presented in subsection 7.2.1 and starts with the same assumptions. The VASG
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is implemented by a sine wave (with spatial frequency b) on the pupil amplitude, with
opposite amplitude a for the two opposite polarization states:

Ep =
Aeiθ

√
2

(√
1 + p[1 + a sin(2πbx)]√
1 − p[1 − a sin(2πbx)]

)
. (7.18)

We calculate the focal-plane electric field E f by taking the Fourier transform (F {·}) of
Ep:

E f = F {Ep} (7.19)

=
F {A} ∗ F {eiθ}

√
2

∗

(√
1 + p[1 + aF {sin(2πbx)}]√
1 − p[1 − aF {sin(2πbx)}]

)
. (7.20)

Using Equation 7.8 and working out the Fourier transforms of the terms in Equation 7.20,
we find:

E f =
α + iβ
√

2
∗

(√
1 + p[sinc( fx) + ai

2 (sinc( fx − b) − sinc( fx + b))]√
1 − p[sinc( fx) − ai

2 (sinc( fx − b) − sinc( fx + b))]

)
. (7.21)

Rearranging this in its real and imaginary terms, and computing the focal-plane intensity
(I f = E f · E∗f ) results in:

I f = ∆2 + Λ2︸   ︷︷   ︸
PSF

+
a2

4
(Γ2 + Ω2)︸         ︷︷         ︸

speckle grid

+ ap(∆Γ + ΛΩ).︸            ︷︷            ︸
cross-talk of PSF with speckle grid

(7.22)

As in subsection 7.2.1, the Greek symbols denote the following terms:

∆ = sinc( fx) ∗ α (7.23)
Γ = [sinc( fx − b) − sinc( fx + b)] ∗ β (7.24)
Λ = sinc( fx) ∗ β (7.25)
Ω = [sinc( fx − b) − sinc( fx + b)] ∗ α (7.26)

In Equation 7.22 we find again that the relative intensity of the speckle grid is given by
Is = a2/4, and that the VASG becomes incoherent when p = 0. As with the VPSG, the
remaining cross-talk that degrades the photometric and astrometric performance is the
interference between the speckles themselves. We also note that this implementation with
a sine wave modulation of the VASG does not generate any higher order speckles. A
VASG implementation comparable to the GPI amplitude grating (Wang et al., 2014) will
introduce higher order speckles in a similar manner to the VPSG.

7.3 Simulations

7.3.1 Performance quantification
To validate the VSG concept and quantify the performance increase that VSGs could
bring compared to regular SGs, we performed idealised numerical simulations. These
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Table 7.2: Parameters in the simulations presented in section 7.3.

Parameter Value
Outer scale 30 m at 500 nm
Seeing [0.6”, 1”, 1.4”] at 500 nm
Wind speed [4.4, 8.8, 13.2] m/s

Wavefront sensor Noiseless
Frame rate 2 kHz
Deformable mirror 40 × 40 actuators
Lag of AO 3 frames
Loop duration 1 s

Telescope diameter 8 m
Wavelength 1220 nm
Bandwidth Monochromatic

Coronagraph Vector Vortex Coronagraph
Lyot stop diameter 0.95 · Telescope diameter

Speckle intensity 5 · 10−3

Speckle positions [±25 λ/D, ±25 λ/D]
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Vector Phase Speckle Grid

Phase Speckle Grid Amplitude Speckle Grid

Vector Amplitude Speckle Grid

Figure 7.2: Zoom onto the reference speckles in the lower left corner of the panels in
Figure 7.1. The VSGs are clearly less distorted compared to the regular SGs. The images
show intensity normalized to the maximum of the star in logarithmic scale, and share the
same color bar (shown at the right).
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are performed in Python using the HCIPy package1 (Por et al., 2018), which supports
polarization propagation with Jones calculus necessary for simulating VSGs. It is notori-
ously hard to realistically simulate high-contrast imaging observations as not all speckle
noise sources are well understood (Guyon et al., 2019), thus making it hard to predict the
on-sky performance of the VSG. Therefore, we decided to limit the scope of the simula-
tions. We simulated a general HCI instrument with coronagraph and AO system at an 8
m class telescope with a clear aperture under various atmospheric conditions, and did not
include any other noise sources (e.g. detector and photon noise, evolving non-common
path aberrations). An overview of the simulation parameters is shown in Table 7.2. We
only considered monochromatic images as we leave broadband effects for future work.
The images are recorded at a wavelength of 1220 nm, which is at the centre of J-band, a
scientifically interesting band for photometric variations of exoplanets (Kostov & Apai,
2012). We considered three cases of atmospheric conditions, under which the current
generation of HCI instruments regularly operate:

1. Good conditions with a seeing of 0.6” and wind speed of 4.4 m/s.

2. Medium conditions with a seeing of 1” and wind speed of 8.8 m/s.

3. Poor conditions with a seeing of 1.4” and wind speed of 13.2 m/s.

These atmospheric conditions were simulated as an evolving turbulent wavefront assum-
ing the ”Frozen Flow” approximation with a von-karman power spectrum. The AO system
that measures and corrects the atmospheric conditions consists of a noiseless wavefront
sensor, and a deformable mirror with 40 × 40 actuators in a rectangular grid. The AO
system runs at 2 kHz and has a three-frame lag between measurement and correction.
The root mean square (rms) residual wavefront error after the AO system is respectively
44 nm, 70 nm, and 95 nm for the good, medium, and poor atmospheric conditions. Fol-
lowing the Maréchal approximation (Roberts et al., 2004), these residual wavefront errors
correspond to Strehl ratios of 95%, 88%, and 79%, respectively (calculated at λ = 1220
nm). With this setup we only consider the speckle noise from the free atmosphere. As the
decorrelation timescale for such speckles is on the order of ∼1 second (Macintosh et al.,
2005), we limited the duration of the simulation to 1 second. For longer simulations,
the background speckles would effectively become incoherent with the SGs. Focal-plane
images were recorded at 2 kHz. The coronagraph in this setup is the Vector Vortex Coron-
agraph (VVC; Mawet et al. 2005) with an accompanying Lyot stop with a 95% diameter.
The VVC is a focal-plane mask that removes starlight and operates on the vector state
of light. The reason for implementing the VVC in this simulation is twofold: first, for
a clear aperture, the performance of the VVC is close to that of the perfect coronagraph
(Cavarroc et al., 2006), and second, as the VVC also operates on the vector state of light,
we show that the performance of the VSG will not be affected by such optics. The SGs
are placed at [±25λ/D,±25λ/D], which is well beyond the control radius of the AO sys-
tem. The intensities of the SGs relative to the PSF core are 5 · 10−3, making them ∼150,
63, and 35 times brighter than the background speckle halo for the good, medium, and
poor atmospheric conditions, respectively. We compare the phase speckle grid (PSG) and

1https://hcipy.org

https://hcipy.org
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the amplitude speckle grid (ASG) to the VPSG and the VASG. We did not include any
temporally modulated SGs because, when assuming an instantaneous modulation, their
performance is equal to the VSG. The VPSG and VASG are implemented on the circular
polarization state. The simulations were performed with the same wavefronts for all the
SGs. We also performed the same simulations without a SG for accurate background es-
timation.

In Figure 7.1 we show images of the SGs at a random iteration in the simulation for
medium atmospheric conditions. The coronagraph and AO system removed the central
stellar light and generated the dark hole, which is clearly visible. The idealistic AO sys-
tem gives an optimistic contrast in the dark hole. Outside of the dark hole and control
region, the speckle background is clearly visible. This background is generated by resid-
ual wavefront errors and evolves during the simulation. It will strongly interfere with the
SGs, affecting their photometric and astrometric accuracy. The reference speckles of the
SG are located in the corners of the images (±25 λ/D, ±25 λ/D). The VPSG and VASG
are significantly less distorted and more similar to each other compared to the PSG and
ASG. This shows the effect of the incoherency of the VSG. Zooming in on the lower left
reference speckles as shown in Figure 7.2 demonstrates this as well.

To quantify the performance increase offered by the VSGs, we calculate the rms pho-
tometric error and the rms astrometric error. These are calculated on the individual frames,
and images that are averages of 5, 10, 50, and 100 frames to simulate longer exposure
times. The photometric performance is calculated by carrying out the following steps:

1. Measure the photometry of the SG with an aperture with a diameter of 2.44 λ/D.

2. Measure the background by aperture photometry in the simulation without SG at
the same positions.

3. Subtract the background estimate from the SG photometry.

4. Remove the general photometric fluctuations by dividing the SG photometry by the
mean photometry of the four speckles.

5. Calculate the rms photometry error per speckle.

6. Determine the final rms photometric error by calculating the mean of the four
speckles individual rms photometric errors.

The astrometric performance is calculated by carrying out the following steps:

1. Measure the position of the individual speckles by cross-correlation with an un-
aberrated PSF.

2. Calculate the distance between the speckles.

3. Calculate the rms of these distances over all images.

4. Calculate the mean rms astrometric error over all the distances, which gives the
final rms astrometric error.
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In Figure 7.3 we plot the photometric and astrometric performance of the SGs as a func-
tion of the number of averaged frames (bin factor) and for the different atmospheric con-
ditions. Figure 7.3 a shows that the VASG and the VPSG outperform the ASG and PSG
in photometric error by a factor of ∼10-20 (depending on the bin factor and atmospheric
conditions). The VASG and VPSG reach a ∼0.3-0.8% photometric error for individual
frames, which drops to ∼0.2% when the bin factor increases. The ASG and PSG on the
other hand start at ∼6-15% photometric error and decrease to ∼1.5-4%. Figure 7.3 b also
shows a performance increase for the astrometric performance. The VASG and VPSG
improve the astrometric error by a factor of ∼3-5 with respect to the ASG and PSG. At a
bin factor of one, the VSGs reach an astrometric error of ∼3 − 10 · 10−3 λ/D, and slightly
improve for a bin factor of 100. The ASG and PSG start at ∼1.5−6·10−2 λ/D and improve
to ∼7 − 16 · 10−3 λ/D. These results clearly demonstrate that VSGs greatly improve the
photometric and astrometric precision with respect to their non-vector counterparts.
For poorer seeing conditions, the performance of all SGs decreases. For the ASG and
PSG, this is due to the increased speckle background halo that interferes with the SG
(Equation 7.11), while for the VSGs this is due to the increased cross-talk between the
reference speckles (Equation 7.17). When the wind speed increases, the performance of
the SGs increases more rapidly with bin factor. This is because the decorrelation timescale
of background speckles scales with the inverse of the windspeed (Macintosh et al., 2005).
Therefore, for higher wind speeds, the interference between the background speckles and
SGs will decrease with increasing bin factor, improving their performance.

7.3.2 Degree of polarization effects

As discussed in section 7.2, the incoherency of the VSGs depends on the degree of polar-
ization (p; Equation 7.2) of the light passing through the VSG (specifically the polariza-
tion state on which the VSG operates). As starlight is generally unpolarized to a very high
degree (e.g. the integrated p of the Sun is < 10−6; Kemp et al. 1987), we are mainly con-
cerned with polarization introduced by the telescope and instrument. For VLT/SPHERE,
the linear p has been measured to be on the order of a few percent (Van Holstein et al.,
2020) and the circular p is expected to be even lower. To study the effect of p, we repeat
the simulations of Figure 7.3 with the medium atmospheric conditions for the VSGs but
with increasing levels of p. The simulations are performed with the same wavefronts as
in Figure 7.3. Therefore, for p = 0, we expect exactly the same results, while for p = 1
the performance of the VSGs should reduce to that of the ASG and PSG. Figure 7.4 (a)
shows the photometric performance and Figure 7.4 (b) the astrometric performance. Both
figures indeed show that the performance of the VASG and VPSG degrade to that of the
ASG and PSG when p = 1, and are optimal for p = 0. They also show that up to a p
of 0.05 there is barely a performance degradation. The performance degrades close to
linearly as a function of p, which is what we expect from Equation 7.11.
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7.4 Implementation of vector speckle grid

Now that we have demonstrated that VSGs can drastically improve the photometric and
astrometric performance, we discuss how VSGs can be implemented in a HCI system. We
focus on the VPSG as we have not found a straightforward implementation of the VASG.

The most attractive solution for the implementation of the VPSG is the geometric
phase (Pancharatnam 1956; Berry 1987), which applies the required phase to the opposite
circular polarization states. The geometric phase is introduced when the fast-axis angle of
a half-wave retarder is spatially varying. The phase that is induced is twice the fast-axis
angle, and is opposite for the opposite circular polarization states. Due to its geometric
origin, the geometric phase is completely achromatic. However, the efficiency with which
the phase is transferred to the light depends on retardance offsets from half wave. Increas-
ing the retardance offset decreases the amount of light that acquires the desired phase.
The VPSGs simulated in section 7.3 are implemented by geometric phase.

Half-wave retarders with a spatially varying fast-axis angle can be constructed in var-
ious ways. For example, metamaterials have been used to induce geometric phase, but
their efficiency is generally low (Mueller et al., 2017). The most mature and promising is
liquid-crystal technology (Escuti et al., 2016). By a direct-write system, the desired fast-
axis angle can be printed into a liquid-crystal photo-alignment layer that that has been
deposited on a substrate (Miskiewicz & Escuti, 2014). To achromatise the half-wave re-
tarder, several layers of carefully designed, self-aligning birefringent liquid crystals can
be deposited on top of the initial layer (Komanduri et al., 2013). In astronomy, there have
already been several successful (broadband) implementations of this technology: in coro-
nagraphy (Mawet et al. 2009; Snik et al. 2012), polarimetry (Tinyanont et al. 2018; Snik
et al. 2019), wavefront sensing (Haffert 2016; Doelman et al. 2019), and interferometry
(Doelman et al., 2018).

The major drawback of liquid-crystal technology is when there are retardance offsets
from half-wave, as the efficiency with which the light accumulates the desired phase de-
creases. The light that does not acquire the desired phase will form an on-axis PSF, which
is regularly referred to as the leakage. In coronagraphy, the leakage severely limits the
coronagraphic performance of the liquid-crystal optic (Bos et al. 2018; Doelman et al.
2020). However, for the VSG the impact is much less severe, because the leakage will
overlap with the stellar PSF and therefore be occulted by the coronagraph. The relative
intensity of the VSG will be affected, but this effect will be relatively small as Is ∝ (1− L)
(Bos et al., 2019), with L the leakage strength. The leakage strength is generally on the
order of ∼ 2 · 10−2 (Doelman et al., 2017) for broadband devices.

7.5 Discussion and conclusion

Here, we show that by applying opposite modulation on opposite polarization states in
the pupil-plane amplitude or phase, a speckle grid in the focal plane is generated that can
be used as a photometric and astrometric reference. We refer to this as the Vector Speckle
Grid (VSG). In this implementation, the speckle grid will not interfere with the central
stellar PSF and will therefore be effectively incoherent. This greatly decreases the photo-
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metric and astrometric errors when the PSF is distorted by aberrations. Furthermore, we
identified that the remaining limiting factor is the cross-talk between the speckles in the
grid itself. This can be mitigated by increasing the separation between the speckles.

We performed simulations with various atmospheric conditions to quantify the per-
formance increase with respect to regular SGs. We find that for the conditions simulated,
the VSGs improve the photometric and astrometric errors by a factor of ∼20 and ∼5,
respectively, reaching a ∼0.3-0.8% photometric and a ∼3 − 10 · 10−3 λ/D astrometric
error on short exposure images. We note that the performance increase depends on the
brightness difference between the speckle and the residual speckle background. When
the brightness difference increases, the performance increase is more moderate. If the
speckles are dimmer, the performance increase is higher. We also investigated the effects
of partially polarized light on the performance of the VSGs. The simulations showed that
when the degree of polarization was below 5%, the performance was barely affected. The
polarization signal introduced by the telescope and instrument is on this level or less, and
therefore not relevant. We note that it is hard to predict what the on-sky performance
will be as it is notoriously difficult to capture all relevant effects in simulation (Guyon
et al., 2019). Therefore, these results are an indication of the performance increase that
the VSGs could bring. We also note that the performance of the ASG and PSG reported
in these simulations is better than what has been reported on-sky, while the duration of
the simulations is much shorter than the actual observations. This is because these sim-
ulations only consider the effects of AO-corrected atmospheric wavefront errors, while
observations are also affected by noise processes that generate background speckles with
much longer decorrelation timescales. The VSG would also be incoherent to these back-
ground speckle noise sources.

We identified that the most attractive implementation of VSGs would be a Vector
Phase Speckle Grid (VPSG) by the geometric phase. Liquid-crystal technology allows
for a broadband half-wave retarder with a varying fast-axis angle that will induce the
geometric phase on the light. This has the major advantage that the VPSG can be imple-
mented as a one pupil-plane optic.

Implementing the VPSG by liquid-crystal technology has the following advantages:
it achieves instantaneous incoherency, it is a static component and therefore easy to cali-
brate, the artificial speckles can be positioned anywhere in the focal plane, the geometric
phase is achromatic and therefore the speckles have a constant brightness with wave-
length. Another advantage, not discussed in this paper, is that the VPSG could be multi-
plexed with holograms for wavefront sensing (Wilby et al., 2017). The main disadvantage
of the VPSG is that the position of the speckles is fixed, making accurate background es-
timates more difficult, and decreasing the flexibility of speckle grid positioning.

To conclude, the VSG has proven to be a promising method for generating speckle
grids as photometric and astrometric references. We show that the VSG reaches a satis-
factory performance in simulation, and the next steps will be an investigation of broad-
band effects, a lab demonstration, and subsequent on-sky tests. The VSG could be part of
the future upgrades of SPHERE and GPI (Beuzit et al. 2018; Chilcote et al. 2018).
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The current generation of HCI instruments will continue to target young giant gas plan-
ets after their upgrade programs (Beuzit et al., 2018; Chilcote et al., 2018). One of the
key upgrades are focal-plane wavefront sensors to address non-common path aberrations.
Several focal-plane wavefront sensors have been successfully tested on-sky (Chapter 2,
4, and 6; Bottom et al. 2017; Galicher et al. 2019; Huby et al. 2017; Martinache et al.
2016, 2014; Wilby et al. 2017). However, they have not been used during science obser-
vations, except for QACITS (Huby et al., 2017), making it difficult to assess the impact
of focal-plane wavefront sensing on the post-processed contrast. Therefore, to assess the
impact of focal-plane wavefront sensing on the end-to-end system performance (includ-
ing post-processing), on-sky testing during science observations should be a prime test
for the immediate future.
Current ground-based HCI instruments have been unsuccessful in detecting exoplanet
variability due to speckle noise. The VSG concept, presented in Chapter 7, is a new
concept to dramatically increase the signal-to-noise ratio of exoplanet variability mea-
surements with HCI instruments. Combining the VSG concept with alternating the posi-
tion of the artificial speckles, as presented in Sahoo et al. (2020), by rotating the optic’s
mount between images is a promising solution to reach the required photometric pre-
cision. When this is implemented at HCI instruments, it will open up an exciting new
avenue to study the variability of already directly-imaged exoplanets.

The long term goal of high-contrast imaging is the detection and characterization of
rocky exoplanets in the habitable zone of nearby stars, and look for signs of life. An im-
portant part of this future are the next generation of Giant Segmented Mirror Telescopes
(GSMTs), such as the Extremely Large Telescope (ELT; Gilmozzi & Spyromilio 2007),
the Thirty Meter Telescope (TMT; Nelson & Sanders 2008), and the Giant Magellan Tele-
scope (GMT; Johns et al. 2012). These telescopes have primary mirrors with diameters
between 25 and 39 meter, resulting in a tremendous increase in light-gathering power and
angular resolution compared to current telescopes. Therefore it is expected that GMSTs
will acquire the first spectra of rocky habitable exoplanets around M-type main sequence
stars by means of direct imaging (Guyon et al., 2012).
Due to the massive support structures required to support the secondary mirrors of GSMTs,
which can be the size of a current 4-meter class telescope, it is expected that the low-wind
effect will play a dominant role in their wavefront error budget (Holzlöhner & Brinkmann,
2020). Furthermore, these telescopes have segmented primary mirrors, and the segments
have to be carefully co-phased to reach their ultimate performance (Quirós-Pacheco et al.,
2018). The island effect will limit the most common pupil-plane based wavefront sensors
in dealing with these problems. Focal-plane wavefront sensors do not have this limitation
as they do not sense in the pupil plane and are therefore among the prime solutions for
these issues. Especially for the Fast&Furious focal-plane wavefront sensing algorithm
(F&F; Chapter 6) there is a big opportunity to step in and provide the wavefront sensing
solution. We have proven on sky that F&F is able to deal with the LWE, and are currently
testing it on sky at the segmented Keck telescope, as shown in Figure 8.1.

GSMTs will host high-contrast imaging instruments that are expected to image and char-
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a) b)

c) d)

LWE at Subaru/SCExAO 
F&F loop = open

LWE at Subaru/SCExAO 
F&F loop = closed

Keck/NIRC2 
F&F loop start

Keck/NIRC2 
F&F loop end

Figure 8.1: On-sky F&F tests at Subaru/SCExAO and Keck/NIRC2. The average PSF
during a LWE event at Subaru/SCExAO when the F&F loop was a) open and b) closed.
Tests at Keck/NIRC2 for low-order aberration correction with F&F, c) start and d) end of
the correction loop. Collaborators of the Keck/NIRC2 tests are M. Bottom, J. Delorme,
S. Ragland, S. Cetre, and L. Pueyo. The images are shown in log scale.
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acterize rocky exoplanets in the habitable zone of nearby stars. Instruments under con-
sideration are the Exo-Planet Imaging Camera and Spectrograph (EPICS; Kasper et al.
2010) for the ELT and the Planetary Systems Imager (PSI; Fitzgerald et al. 2019) for the
TMT. The Mid-Infrared ELT Imager and Spectrograph instrument (METIS; Carlomagno
et al. 2020) is already under construction for the ELT, and will try to image the closest
exoplanet Proxima b. To reach the extreme contrasts at small angular separations required
to image a rocky exoplanet, it is of the utmost importance that the entire HCI instrument
is optimized as a whole, and not per individual subsystem. The work presented in this
thesis provides such integrated solutions. We have shown that the vAPP coronagraph can
be integrated with focal-plane wavefront sensing in Chapters 2, 3 and 4. Furthermore,
it has been shown that the vAPP is suitable for broadband coronagraphic imaging (Otten
et al., 2014), and can be combined with polarimetry (Bos et al., 2018; Snik et al., 2014). It
is possible to combine all these functionalities, and a first design for such a vAPP is pre-
sented in Bos et al. (2020). In Chapter 5 we have presented the PESCC – a combination
of focal-plane coronagraphy with focal-plane wavefront sensing. As detailed in Chap-
ter 5, the PESCC encodes wavefront information into one of the polarization states, and
therefore many of the necessary components for polarimetry are already in place. This
presents a unique opportunity to combine coronagraphy, focal-plane wavefront sensing
and control, coherent differential imaging and polarimetry, which will enable the direct
imaging and characterization of rocky exoplanets in the habitable zone.
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Inleiding

Het bestaan van werelden buiten ons zonnestelsel en hun bewoonbaarheid tart de fantasie
van de mensheid al honderden jaren. Menig filosoof heeft gefilosofeerd over het bestaan
van leven op planeten rondom andere sterren, ook wel genaamd exoplaneten. Dit in-
trigerende onderwerp heeft daarom velen mensen geı̈nspireerd om daadwerkelijk op zoek
te gaan naar het bestaan van exoplaneten. Al in 1855 claimde de directeur van de ster-
renwacht in Madras, William Stephen Jacob, een exoplaneet te hebben ontdekt rondom
70 Ophiuchi. Deze en vele andere claims die volgden in de 19e en 20e eeuw werden on-
deruit gehaald. Meestal omdat er een systematische fout over het hoofd was gezien.

Pas aan het einde van de 20e eeuw was de technologie zover gevorderd dat de eerste
exoplaneten konden worden gedetecteerd. In 1992 werden twee exoplaneten gevonden
in een baan rondom een pulsar, het overblijfsel van een ster na een supernova explosie.
Drie jaar later, in 1995, ontdekten Michel Mayor en Didier Queloz de eerste planeet in
een baan rondom een ster vergelijkbaar met de zon. Sindsdien zijn er duizenden exo-
planeten ontdekt en is onze kennis over exoplaneten enorm toegenomen. Er is echter nog
veel onderzoek nodig voordat we kunnen bevestigen dat er ook daadwerkelijk exoplan-
eten bestaan die de benodigde ingrediënten hebben om leven te laten onstaan en in stand
te houden. Om dit te weten te komen moeten we onderzoeken wat de samenstelling van
de atmosfeer is en of er vloeibaar water op het oppervlak voorkomt.

Er zijn verschillende methodes ontwikkeld om exoplaneten waar te nemen. Deze zijn te
verdelen in indirecte en directe methodes. Indirecte methodes richten zich op de effecten
die de exoplaneet heeft op de begeleidende ster. Bij de planeetovergangmethode wordt
heel precies de helderheid van de ster gedurende de tijd gemeten. Regelmatige dipjes in
de helderheid van de ster duiden dan op de aanwezigheid van een of meerdere exoplan-
eten. De radiële-snelheid- en astrometriemethode richten zich op regelmatige bewegingen
van de ster veroorzaakt door een exoplaneet die in een baan rondom de ster beweegt. De
radiële-snelheidmethode richt zich specifiek op de radiële snelheid van de ster. Deze
wordt gemeten door naar dopplerverschuivingen in het spectrum van de ster te kijken. De
astrometriemethode gebruikt de tangentiële beweging van de ster om exoplaneten te vin-
den. Deze beweging wordt gemeten door heel erg nauwkeurig de positie van de ster aan de
hemel vast te leggen gedurende de tijd. De planeetovergang- en radiële-snelheidmethode
hebben samen al enkele duizenden exoplaneet detecties opgeleverd. Helaas kunnen in-
directe methodes niet of maar in beperkte mate het oppervlak en de atmosfeer van exo-
planeten in kaart brengen. De directe waarneemmethode is in dat opzicht veelbelovender,
want bij deze methode wordt licht direct afkomstig van de exoplaneet opgevangen. Dit
licht kan vervolgens worden geanalyseerd in intensiteit, spectrum, polarisatie en tempo-
rale variaties en daarmee kan veel informatie over de exoplaneet worden verzameld. Dit
is extreem interessant voor het bepalen van de bewoonbaarheid van de exoplaneet en het
detecteren van mogelijke tekenen van buitenaards leven.
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Directe waarnemingen van exoplaneten

Directe waarnemingen van exoplaneten is de meest veelbelovende techniek om de atmos-
feer en het oppervlak van exoplaneten te bestuderen en op zoek te gaan naar tekenen van
leven. Maar voordat we op zoek kunnen gaan naar rotsachtige exoplaneten moeten er nog
vele technische uitdagingen worden overwonnen. Er zijn twee fundamentele problemen
in dit vakgebied: hoekscheiding en contrast. Deze problemen worden veroorzaakt door
het golfachtige karakter van licht en de eindige grootte van de spiegels van telescopen.
Dit zorgt ervoor dat het beeld van een waargenomen ster niet oneindig scherp is. Het
ziet er uit als een centrale kern van licht, omringd door zwakkere ringen van licht. Deze
structuur van licht wordt de puntspreidingsfunctie (point spread function; PSF) genoemd.
De PSF is veel helderder dan een exoplaneet en beperkt de minimale hoekscheiding, ook
wel hoekresolutie genoemd, die een telescoop kan waarnemen.

Een telescoop met een primaire spiegel diameter van 8 meter die waarneemt op een
golflengte van 1 micron heeft een minimale hoekscheiding van 30 milliboogseconden.
Stel dat we deze telescoop in de ruimte zouden plaatsen op een afstand van 10 parsec
vanaf het zonnestelsel. Als we dan de Aarde zouden proberen waar te nemen, dan is de
hoekscheiding tussen de Aarde en de Zon ongeveer 0.1 boogseconde en de verhouding in
helderheid, ook wel het contrast genoemd, een factor 10 miljard. Door dit extreme con-
trast wordt direct waarnemen ook wel hoog-contrast afbeelden (high-contrast imaging;
HCI) genoemd. De meeste telescopen staan op Aarde en hebben de extra uitdaging van
turbulentie in de atmosfeer. Dit zorgt ervoor dat de PSF wordt uitgesmeerd tot een wolk
van sterlicht en dat de hoekresolutie verslechtert.

Om de uitdagingen van het golfachtige karakter van licht en atmosferische turbulen-
tie het hoofd te bieden zijn HCI instrumenten complexe optische systemen. Ze bestaan
uit verschillende subsystemen die ontworpen zijn om golffrontfouten in het systeem te
meten en corrigeren, sterlicht te onderdrukken en het licht van de exoplaneet te analy-
seren. Een schematisch overzicht van een HCI instrument voor een op de grond geplaatste
telescoop is weergegeven in Figuur 8.2. Licht van de ster is verstoord door de atmosfeer
van de Aarde voordat het wordt opgevangen door de telescoop. Dit soort verstoringen
noemen we golffrontfouten of aberraties. Het eerste subsysteem van het instrument is
het adaptieve-opticasysteem dat de golffront verstoring meet met een golffrontsensor en
vervolgens corrigeert met een vervormbare spiegel. Daarna komt de coronagraaf; een op-
tisch systeem dat sterlicht onderdrukt in een gebied dat we het donkere veld noemen. In
het donkere veld kan naar exoplaneten worden gespeurd. Door golffrontfouten is de on-
derdrukking van de coronagraaf niet perfect en blijft een restant van sterlicht over. Om dit
restant te scheiden van exoplaneet licht wordt dit doorgestuurd naar een of meerdere af-
beeldsystemen. Deze systemen gebruiken verscheidene waarneemstrategieën om het licht
van de exoplaneet te onderscheiden van het overgebleven sterlicht. Deze waarneemstrate-
gieën kunnen bijvoorbeeld gebruiken maken van verschillen in het spectrum, polarisatie
of coherentie tussen het sterlicht en exoplaneet licht.

Naast de hierboven beschreven uitdagingen zijn nog andere factoren die directe waarne-
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Een hoog contrast beeldvorming systeem

Golffront  
Sensor

Vervormbare 
Spiegel

Controle 
Systeem

Adaptieve Optica Coronagraaf

Beeldvormende 
systemen

Data verwerking

Figure 8.2: Schematisch overzicht van een hoog-contrast afbeeldinstrument. Het golf-
front van sterlicht wordt vervormd door de atmosfeer van de Aarde. De telescoop vangt
het licht op en stuurt het door naar het adaptieve-opticasysteem. In dit systeem meet de
golffrontsensor de golffront verstoring en geeft deze meting door aan het controlesys-
teem. Het controlesysteem berekent vervolgens hoe de vormbare spiegel moet worden
vervormd om de golffront verstoring te corrigeren. De coronagraaf onderdrukt vervol-
gens het sterlicht door middel van optische manipulaties en stuurt het overgebleven ster-
licht en exoplaneet licht door naar verschillende afbeeldsystemen. Deze systemen meten
de verschillende eigenschappen van het licht om het exoplaneet licht te onderscheiden
van sterlicht (bijvoorbeeld spectrum en polarizatie). Tijdens de data verwerking wordt zo
veel mogelijk van het overgebleven sterlicht weggehaald om de exoplaneet zichtbaar te
maken. Figuur gemaakt door David Doelman.
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mingen van exoplaneten lastig maken. Een van deze factoren zijn golffrontfouten die niet
worden gemeten door de primaire golffrontsensor in het systeem. Niet-gemeenschappelijk-
pad aberraties (non-common path aberrations; NCPA) zijn aberraties die voortkomen uit
de optica die na de primaire golffrontsensor zijn geplaatst. NCPA worden veroorzaakt
door uitlijnfouten, productiefouten en turbulentie in het optische systeem. Deze aber-
raties zijn dynamisch en veranderen van vorm en sterkte gedurende tijdschalen van sec-
onden, minuten en uren. Deze veranderingen worden veroorzaakt door temperatuur en
luchtvochtigheid schommelingen gedurende de waarnemingen.

Het lage-windsnelheidseffect (low-wind effect; LWE) is een ander soort golffrontfout dat
exoplaneet waarnemingen lastig maakt. De golffrontfouten van het LWE ontstaan door
de telescoopstructuur vóór de primaire golffrontsensor, maar hebben een specifieke vorm
die lastig te meten zijn door de gebruikelijke golffrontsensoren. Het LWE komt voor
gedurende situaties dat de windsnelheid laag is (lager dan een paar meter per seconde),
dit zijn omstandigheden die normaal gesproken tot de beste waarneem omstandigheden
worden gerekend. Wanneer de koepel opengaat voor waarnemingen stelt het de telescoop-
constructie bloot aan de nachtelijke hemel. Dit resulteert in een snelle straling gedreven
koeling van de constructie tot een temperatuur onder die van de omgevingslucht. Als
lucht dan met een lage windsnelheid over de koude telescoopstructuur stroomt dan koelt
de lucht snel af en verandert de brekingsindex van lucht. Dit introduceert aberraties met
scherpe stappen in het golffront aan weerszijden van de telescoopconstructie die veran-
deren op tijdschalen van seconden.

Golffrontfouten, onder andere veroorzaakt door NCPA en het LWE, veroorzaken struc-
turen in het beeldvlak die erg lijken op exoplaneten. Deze structuren worden spikkels
genoemd en zijn de voornaamste bron van ruis die directe waarnemingen van exoplan-
eten verhinderen.

Beeldvlak golffrontsensoren

Een beeldvlak golffrontsensor (focal-plane wavefront sensor; FPWFS) is een uitermate
geschikte oplossing om de hierboven beschreven aberraties te meten. Een FPWFS is
een sensor die gebruik maakt van afbeeldingen van de ster om golffrontfouten te meten.
Afhankelijk van de vorm en sterkte van de golffrontfout ziet de afbeelding van de ster er
anders uit. Helaas geven niet alle golffrontfouten een unieke vervorming van de ster. Golf-
frontfouten met een even puntsymmetrie van gelijke sterkte maar met een verschil in teken
(plus of minus) geven dezelfde afbeelding. Door deze ambiguı̈teit is het lastig om accu-
raat de golffrontfout te meten. Er zijn verschillende optische technieken bedacht om de
ambiguı̈teit te breken. Zo kan bijvoorbeeld een kunstmatige puntsymmetrische aberratie
worden geı̈ntroduceerd, bijvoorbeeld door de camera uit focus te plaatsen. Belangrijk
voor dit soort technieken is dat het beeldvlak van de wetenschappelijke camera wordt
gebruikt, want dit zorgt er voor dat het niet-gemeenschappelijke pad wordt geëlimineerd.
Het is dan wel belangrijk dat de FPWFS de capaciteit heeft om simultaan met wetenschap-
pelijk waarnemingen de golffront metingen te doen om de waarneem efficiëntie hoog te
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houden. Dit betekent dat de FPWFS geı̈ntegreerd moet worden in de coronagraaf en de
afbeeldsystemen.

Exoplaneetvariabiliteit

We verwachten dat exoplaneten, net zoals de meeste planeten in het zonnestelsel, wolken
in hun atmosfeer hebben. Het detecteren en bestuderen van wolken op exoplaneten zal
ons begrip van de atmosferische samenstelling en weersystemen op deze andere werelden
verbeteren. Wolkenstructuren uiten zich als helderheid variaties in de tijd terwijl de exo-
planeet roteert rondom zijn as.

Het waarnemen van variabiliteit bij exoplaneten is niet triviaal, want de meeste corona-
grafen schermen de ster af en die is meestal de fotometrische referentie. Dit maakt het een
uitdaging om de variabiliteit van exoplaneten te onderscheiden van veranderingen in de
atmosfeer die gelijkaardige helderheid variaties geven. Om dit probleem te verhelpen zijn
diffractieve methoden ontwikkeld die kunstmatige spikkels genereren om te dienen als
fotometrische referenties. Deze spikkels zijn kopieën van de ster en ontworpen om niet te
worden afgedekt door de coronagraaf en hebben een vooraf bepaalde helderheid. Ze wor-
den gevormd door statische fase- of amplitudemodulaties toe te passen in het pupilvlak
vóór het beeldvlakoptiek van de coronagraaf. De beperkende factor van deze oplossingen
is echter hun coherentie met de in de tijd variërende spikkelachtergrond. Dit resulteert in
interferentie die de vorm en helderheid van de kunstmatige spikkels dynamisch vervormt.
Uiteindelijk beperkt dit op zijn beurt de fotometrische precisie.

Het probleem van interferentie kan worden omzeild door snelle, temporele modulatie
van de vervormbare spiegel te gebruiken om de fase van de kunstmatige spikkels bin-
nen een milliseconde te schakelen tussen 0 en π. Hierdoor wordt de interferentie uit-
gemiddeld en worden de kunstmatige spikkels effectief incoherent met de spikkel achter-
grond. Dit verhoogt de fotometrische precisie van de kunstmatige spikkels. Bij een
geavanceerdere methode wordt ook de positie van de kunstmatige spikkels afgewisseld,
waardoor een nauwkeurige schatting van de achtergrond mogelijk is en de fotometrische
precisie nog meer wordt verbeterd. Belangrijk bij de techniek met temporale modulate
van de vervormbare spiegel is dat de primaire golffrontsensor en de vervormbare spiegel
goed gekalibreerd zijn, omdat anders de kunstmatige spikkels niet de verwachte fase kri-
jgen en daarmee hun fotometrische precisie kan afnemen.

Overzicht proefschrift

Dit proefschrift presenteert en valideert nieuwe beeldvlak golffrontsensoren in theorie,
numerieke simulatie en gedurende waarnemingen. Daarnaast wordt een nieuwe optische
methode geı̈ntroduceerd om exoplaneetvariabiliteit metingen te verbeteren. Het ultieme
doel is om de directe waarneming van rotsachtige exoplaneten met toekomstige extreem
grote telscopen mogelijk te maken. De belangrijkste focus van dit proefschrift ligt op het
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ontwikkelen van geı̈ntegreerde oplossingen van coronagrafen en beeldvlak golffrontsen-
soren om niet-gemeenschappelijk-pad aberraties te meten in hoog-contrast afbeeldinstru-
menten (Hoofdstukken 2 – 5). De laatste twee hoofdstukken onderzoeken een beeldvlak
golffrontsensor om de aberraties van het lage-windsnelheidseffect te meten (Hoofdstuk 6)
en een nieuwe optische methode om de signaal-ruisverhouding van exoplaneetvariabiliteit
waarnemingen te verhogen (Hoofdstuk 7).

Hoofdstuk 1: Inleiding
In dit hoofdstuk wordt een algemeen beeld geschetst van het vakgebied en de belan-
grijkste problemen waarvoor dit proefschrift een oplossing poogt te bieden. Er wordt
tevens een uitgebreide introductie gegeven over beeldvlak golffront detectie en de meest
gebruikte beeldvlak golffront detectiemethodes in het vakgebied worden gecategoriseerd
aan de hand van de optische manipulaties waarmee ze het teken ambiguı̈teit breken.

Hoofdstuk 2: Beeldvlak golffront detectie met de vector-apodiserende faseplaat
Dit hoofdstuk introduceert een nieuwe beeldvlak golffrontsensor door de vector-apodi-
serende faseplaat (vector-Apodizing Phase Plate; vAPP) coronagraaf te combineren met
een asymmetrische-pupil golffrontsensor. Er wordt ook een niet-lineair, op een model
gebaseerd algoritme voor het meten van golffronten gepresenteerd. We bestuderen de
nauwkeurigheid van de vAPP en het golffront-detectiealgoritme in geı̈dealiseerde simu-
laties. Vervolgens worden deze getest op het SCExAO instrument met de interne bron
en gedurende waarnemingen. Voor de tests gedurende waarnemingen rapporteren we een
verbetering van het ruwe contrast van een factor ∼2 tussen 2 en 4 λ/D door het meten en
controleren van de dertig laagste zernikecoëfficiënten.

Hoofdstuk 3 en 4: Ruimtelijke lineaire donkerveldcontrole met de vector-apodi-
serende faseplaat
Deze twee hoofdstukken presenteren de succesvolle implementatie van ruimtelijke lin-
eaire donkerveldcontrole (Linear Dark Field Control; LDFC) voor het SCExAO instru-
ment. LDFC veronderstelt een lineair verband tussen intensiteitsveranderingen in som-
mige delen van het heldere veld van de coronagrafische PSFs van de vAPP en golffront
aberraties. We laten zien dat, om LDFC succesvol te laten werken met de vAPP zonder
defocus, een amplitude-asymmetrie moet worden geı̈ntegreerd in het vAPP-ontwerp.

Hoofdstuk 3 beschrijft de implementatie van LDFC bij SCExAO, inclusief een ruis
analyse van de prestaties van LDFC met de SCExAO vAPP. Verder worden de resultaten
van de tests met de interne bron gepresenteerd die temporeel gecorreleerde, evoluerende
fase-aberraties simuleren met de vervormbare spiegel. We vinden dat, wanneer LDFC
als een controlesysteem met terugkoppeling opereert, er een factor van ongeveer 3 aan
verbetering is in het ruwe contrast in het donkere veld tijdens de volledige duur van de
test.

Hoofdstuk 4 beschrijft de resultaten van de eerste succesvolle LDFC test gedurende
waarnemingen. Er worden twee soorten tests gepresenteerd: (1) correctie van kunstmatig
geı̈ntroduceerde aberraties, en (2) correctie van golffrontfouten die afkomstig zijn van de
telescoop, het instrument en de atmosfeer. Bij het introduceren van aberraties met de
vervormbare spiegel, vinden we dat LDFC het ruwe contrast verbetert met een factor 3–7
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over het donkere veld door de resterende golffrontfout te verkleinen van ∼90 nm naar ∼40
nm kwadraatgemiddeld. Voor het tweede type tests laten we zien dat de huidige imple-
mentatie van LDFC in staat is om evoluerende aberraties te onderdrukken met tijdschalen
< 0.1 − 0.4 Hz, en wordt beperkt door de huidige Python-implementatie. We vinden dat
het vermogen bij 10 mHz wordt verminderd met een factor ∼20, 7 en 4 voor de ruimtelijke
frequenties van respectievelijk 2.5, 5.5 en 8.5 λ/D.

Hoofdstuk 5: De polarisatie-gecodeerde zelf-coherente camera
Dit hoofdstuk presenteert de polarisatie-gecodeerde zelf-coherente camera (polarization-
encoded self-coherent camera; PESCC), een geı̈ntegreerde beeldvlak golffrontsensor en
coronagraaf, die een nieuwe en krachtige variant van de zelf-coherente camera (self-
coherent camera; SCC) is. De PESCC implementeert een Lyot-stop met een referentiegat
die een polarisator bevat en een stroomafwaartse polariserende bundelsplitser. We laten
zien dat de PESCC de vereisten voor de grootte van de optica, de bemonstering van het
beeldvlak door de detector en de spectrale resolutie versoepelt in vergelijking tot de SCC.
Verder vinden we door middel van numerieke simulaties dat de PESCC effectief toegang
heeft tot ∼16 keer meer fotonen, waardoor de gevoeligheid van de golffront meting met
een factor ∼4 wordt verbeterd. We laten ook zien dat, zonder aanvullende metingen, co-
herente differentiële afbeelden (coherent differential imaging; CDI) gebruikt kan worden
als contrastversterkende nabewerkingstechniek voor elke waarneming. In geı̈dealiseerde
simulaties die representatief zijn voor instrumenten van ruimtetelescopen met een lading
twee vortex coronagraaf, laten we zien dat golffront meting en -controle, gecombineerd
met CDI, een 1σ ruw contrast kan bereiken van ∼3 · 10−11 − 8 · 10−11 tussen 1 en 18 λ/D.

Hoofdstuk 6: Het lage windeffect controleren met Fast and Furious beeldvlak golf-
front detectie
Dit hoofdstuk presenteert de inzet van het Fast and Furious (F&F) beeldvlak golffront-
detectiealgoritme op het SCExAO instrument om het lage-windsnelheidseffect (low-wind
effect; LWE) te meten en corrigeren. F&F is een sequentieel fasediversiteitsalgoritme
en een softwarematige oplossing voor het detecteren van golffronten in het beeldvlak.
Tests met de interne bron laten zien dat F&F een breed scala aan LWE-achtige aber-
raties kan corrigeren en de PSF terug kan brengen naar een hoge Strehl-ratio (> 90%)
en hoge symmetrie. Verder presenteren we resultaten genomen gedurende waarnemingen
die aantonen dat F&F in staat is om de PSF-kwaliteit te verbeteren onder zeer uitda-
gende atmosferische omstandigheden. Gelijktijdige waarnemingen van de PSF in het
zichtbare golflengte bereik (λ = 750 nm, ∆λ = 50 nm) laten zien dat we afwijkingen aan
het corrigeren waren die gemeenschappelijk waren voor de optische en NIR-paden binnen
SCExAO.

Hoofdstuk 7: Zeer nauwkeurige astrometrie en fotometrie van direct in beeld ge-
brachte exoplaneten met het vectorspikkelraster
Dit hoofdstuk presenteert de theorie en simulaties van het vectorspikkelraster (vector
speckle grid; VSG). Het VSG is een nieuw optisch element om kunstmatige spikkels
te genereren die dienen als fotometrische en astrometrische referenties bij het bestuderen
van direct in beeld gebrachte exoplaneten. We laten zien, door tegengestelde amplitude-
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of fasemodulatie op te leggen aan de tegenovergestelde polarisatietoestanden in het pupil-
vlak, dat kunstmatige spikkels worden gegenereerd die incoherent zijn met de onderlig-
gende spikkel achtergrond. Dit verhoogt de astrometrische en fotometrische precisie
aanzienlijk. In simulatie vinden we dat, voor opnamen met een korte belichtingstijd, het
VSG een prestatieverbetering levert van respectievelijk een factor ∼20 voor fotometrie
en ∼5 voor astrometrie vergeleken met scalaire varianten. Verder schetsen we hoe VSGs
kunnen worden geı̈mplementeerd met behulp van vloeibaar-kristaltechnologie om de ge-
ometrische fase aan de circulaire polarisatietoestanden op te leggen. Het voordeel van de
VSG ten opzichte van methodes die kunstmatige, incoherente spikkels generen met de
vervormbare spiegel is dat de VSG een statische oplossing is die onafhankelijk is van de
kalibratie en de beperkingen van de vervormbare spiegel en primaire golffrontsensor.

Toekomst

De huidige generatie HCI-instrumenten zal zich na hun upgradeprogramma’s blijven
richten op het detectoren en karakteriseren van jonge, gigantische gasplaneten. Een van
de belangrijkste upgrades zijn beeldvlak golffrontsensoren om niet-gemeenschappelijk-
pad aberraties aan te pakken. Verschillende beeldvlak golffrontsensoren zijn met succes
tijdens waarnemingen getest. Ze zijn echter nog niet gebruikt tijdens wetenschappeli-
jke waarnemingen, een enkele uitzondering daargelaten, waardoor het moeilijk is om de
impact te beoordelen wat de impact van beeldvlak golffrontsensoren op het nabewerkte
contrast op dit moment is. Daarom, om de impact van beeldvlak golffrontdetectie op de
end-to-end-systeemprestatie (inclusief nabewerking) te beoordelen, zouden tests tijdens
wetenschappelijke observaties de hoogste prioriteit van de nabije toekomst moeten zijn.

De huidige op de grond gebaseerde HCI-instrumenten zijn er tot nu toe nog niet in ges-
laagd de variabiliteit van exoplaneten te detecteren door spikkelruis. Het VSG-concept,
gepresenteerd in Hoofdstuk 7, is een nieuw concept om de signaal-ruisverhouding van
exoplaneet variabiliteitsmetingen met HCI-instrumenten drastisch te verhogen. Door
het VSG-concept te combineren met het afwisselen van de positie van de kunstmatige
spikkels, door het VSG optiek tussen metingen te draaien, is dit een veelbelovende oploss-
ing om de vereiste fotometriscgolffrontsensorhe precisie te bereiken. Wanneer dit wordt
geı̈mplementeerd bij HCI-instrumenten, zal het een opwindende nieuwe manier zijn om
de variabiliteit van reeds direct in beeld gebrachte exoplaneten te bestuderen.

Het langetermijndoel van hoog-contrast afbeelden is de detectie en karakterisering van
rotsachtige exoplaneten in de bewoonbare zone van nabije sterren, en het zoeken naar
tekenen van leven. Een belangrijk onderdeel van deze toekomst zijn de volgende gen-
eratie van gigantische gesegmenteerde-spiegel telescopen (Giant Segmented Mirror Tele-
scopes; GSMTs). Deze telescopen hebben primaire spiegels met een diameter tussen de
25 en 39 meter, wat resulteert in een enorme toename in lichtopbrengst en hoekresolutie
in vergelijking met de huidige telescopen. Daarom wordt verwacht dat GSMTs de eerste
spectra van rotsachtige bewoonbare exoplaneten rond M-type hoofdreekssterren zullen
verwerven door middel van directe waarnemingen.
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Vanwege de enorme ondersteuningsconstructies die nodig zijn om de secundaire spiegels
van GSMTs te ondersteunen, die de grootte kunnen hebben van een huidige telescoop van
4-meter klasse, wordt verwacht dat het lage-windsnelheidseffect een dominante golffront-
fout zal zijn. Bovendien hebben deze telescopen gesegmenteerde primaire spiegels die
zorgvuldig moeten worden gefaseerd om hun ultieme prestatie te kunnen bereiken. Beeld-
vlak golffrontsensoren behoren ze tot de belangrijkste oplossingen voor deze problemen.
Vooral voor het Fast & Furious beeldvlak golffront-detectiealgoritme (F&F; Hoofdstuk
6) is er een grote kans om de golffrontsensor oplossing te bieden. We hebben tijdens
waarnemingen met de Subaru telescoop bewezen dat F&F in staat is om met de LWE om
te beheersen en hebben de eerste succesvolle tests met de gesegmenteerde Keck-telescoop
tijdens waarnemingen gedaan.

GSMT’s zullen hoog-contrast afbeeldinstrumenten bevatten die naar verwachting rot-
sachtige exoplaneten in de bewoonbare zone van nabije sterren in beeld zullen brengen en
karakteriseren. Om de extreme contrasten te bereiken bij kleine hoekafstanden die nodig
zijn om een rotsachtige exoplaneet in beeld te brengen, is het van het groot belang dat het
hele HCI-instrument als geheel wordt geoptimaliseerd, en niet per afzonderlijk subsys-
teem. Het werk dat in dit proefschrift wordt gepresenteerd, biedt dergelijke geı̈ntegreerde
oplossingen. Dit biedt een unieke kans om coronagrafie, beeldvlak golffront detectie en
beheersing, coherente differentiële afbeelden en polarimetrie te combineren, die de di-
recte waarneming en karakterisering van rotsachtige exoplaneten in de bewoonbare zone
mogelijk zal maken.
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